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Abstract: A method of maintaining player enjoyment in video games is by automatically matching its challenge level with the player’s 

skill, also known as Dynamic Game Balancing (DGB). This systematic review aims to present a comprehensive overview regarding 

the characteristics of the game prototypes using DGB, as well as the variety of DGB algorithms utilized and their evaluated impact on 

player satisfaction. Following the PRISMA framework, 7 scholarly databases were searched between December 2023 and January 

2024 to be filtered for publications discussing DGB implementation within the past 5 years. After excluding duplicate titles, 

unretrievable papers, and those irrelevant to DGB implementation, 91 papers were selected for full-text analysis. Many different 

categorized characteristics were studied in every paper, which covers the game prototype architectures, gameplay design, DGB 

systems, and testing results. It should be noted that some bias and inconsistency within the classification processes may exist due to 

potentially overgeneralizing the convoluted intricacies within the game and its DGB systems. Results show that development in DGB 

has expanded to many game types, purposes, and technologies. They leverage a multitude of algorithms and techniques to effectively 

measure player proficiency and modify the game’s difficulty in various methods which leads to an overall better player satisfaction 

compared to non-DGB games. This review helps readers and potential game developers to better understand the current trends and 

patterns in DGB innovations that contribute to better adaptive gameplay and user experience in video games. 

 

Keywords: Dynamic Game Balancing, Dynamic Difficulty Adjustment. Difficulty Balancing Algorithms, PRISMA framework, 

Player Engagement, Video Game Design,  

 

1. INTRODUCTION 

In the rapidly evolving landscape of gaming, intensified 
competition among developers necessitates strategies to 
engage and retain players [1]. DGB emerges as a key tactic 
to enhance player involvement [2]. This practice stands in 
contrast to static game balancing, where all players are 
given identical challenges regardless of their skill levels. 
Unlike static balancing, which offers uniform challenges 
such as “Easy” or “Hard,” DGB adjusts difficulty in 
response to player proficiency, ensuring personalized 
experiences [3]. While static balancing may lead to player 
disengagement due to a mismatch between their skill and 
the game’s difficulty, DGB adapts challenges in real time 
to match evolving player skills. But how prevalent are these 
DGB techniques, what methods do developers commonly 
employ, and what patterns can be found from research 
implementing DGB? 

Before delving deeper, it's essential to acknowledge the 
various technical terms that share a similar meaning with 
DGB. Examples include Dynamic Difficulty Adjustment 
(DDA) [4] and Automatic Content Balancing (ACB) [5]. 
Despite nuanced differences in definition and usage, these 
phrases generally denote the same concept. To streamline 
this study, the term Dynamic Game Balancing (DGB) will 
be exclusively utilized, given its relative popularity and 
clear association with computer games. 

 

Figure 1.  Csikszentmihalyi flow 

IJCDS 1571062331

1



 

 

2       Mario, et al: Analyzing the Influential... 

mario007@binus.ac.id, audrey.levina@binus.ac.id, yulyaniarifin@binus.ac.id 

http://journals.uob.edu.bh 
 

DGB is deeply rooted in the concept of flow as 
proposed by Mihaly Csikszentmihalyi [6]. The optimal 
flow experience, depicted in Figure 1, emphasizes the 
balance between an individual's skill level and the 
challenge presented by an activity, forming the "flow 
channel" for maximum engagement. Video game designers 
strive to achieve this balance, catering to players of various 
skill levels from amateurs to professionals [7].  

Several literature reviews on DGB in the past have been 
studied. [8] discusses the various components of adaptive 
gamification, including implementation methods and 
frameworks. However, its explanations are short and brief. 
[9] focuses on player experience by delving into the 
integration of machine learning with player modeling in 
DGB. It analyzed the types of data gathered from players 
and examined the purpose and genre of games with DGB 
systems. [10] explores adaptation and personalization 
techniques, investigating how evaluation models capture 
player emotions and the impact of these adaptations on 
player experience. 

Compared to previous DGB reviews, this review covers 
a broader range of aspects, including the characteristics of 
game prototypes, DGB techniques or algorithms used, and 
their observed improvements. It delves deeper into 
developers’ choices and reasoning behind their prototypes. 
A dedicated section highlights methods and procedures to 
balance gameplay difficulty based on estimated player 
skill. Additionally, it includes notes on research validation 
and a synthesis of results. All of these offer valuable 
insights for readers interested in DGB research, especially 
novice game developers. Overall, this review provides a 
more comprehensive overview of the current state of DGB 
research. To explore the landscape and emerging trends in 
DGB, three research questions (RQ) are posed: 

• RQ-1: What factors or components characterize 
the games employing DGB? 

• RQ-2: What techniques and algorithms are utilized 
for DGB implementation? 

• RQ-3: What improvements have the DGB systems 
brought about and how are they measured? 

This research will employ a specific guideline for 
systematic literature reviews known as the PRISMA 
framework [11] to methodologically gather, filter, and 
analyze relevant scientific publications. Furthermore, the 
information gathered from every selected paper will be 
summarized into 10 distinct factors which provide a 
comprehensive understanding of the various aspects and 
impacts of DGB systems. These valuable insights 
regarding DGB in a research context will help readers 
understand current trends in game design and help lay the 
foundations for future advancements and innovations in 
this field. 

2. METHODOLOGY 

A. PRISMA Framework 

 

Figure 2.  PRISMA chart for systematic literature review 

Figure 2 shows the PRISMA flowchart which illustrates 
the processes of retrieving scientific articles up until 
deciding which studies to are to be included in this review. 
The first phase is the systematic database search, which 
involves selecting keywords that would be used to search 
for publications from various scholarly databases. As 
previously stated, there are multiple phrases that different 
publications use to describe dynamic game balancing. 
Hence, several commonly used synonyms for the words 
within the search keyword must be used to reduce the 
number of relevant publications that are unintentionally 
skipped.  

TABLE I.  SEARCH KEYWORD COMBINATIONS 

First Word Second Word(s) Third Word 

dynamic game balancing 

adaptive difficulty adjustment 

automatic game difficulty  

 

Table 1 shows how a keyword phrase will be 
constructed from three parts. These keywords were decided 
based on the writers’ empirical experience when browsing 
through databases. There is a total combination of 18 
different phrases that can be formed by choosing 1 of 3 
options as the first word, then 1 of 3 options as the second 
word, and 1 of 2 options as the third word. It was eventually 
decided that those 18 phrases were the search keywords 
that would be used to browse through 7 scholarly 
databases: ACM Digital Library, SpringerLink, Scopus, 
IEEEXplore, ScienceDirect, Arxiv, and Lincoln 
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Repository. Additionally, only publications in the last 5 
years (2019 – 2023) will be searched to discover DGB’s 
state-of-the-art research. The dates when the search was 
conducted lasted from 19th December 2023 to 8th January 
2024. 

As shown in Figure 2, 687 papers were obtained using 
the 18 search keywords on 7 scholarly databases. To 
prevent duplicate publications, screening was conducted on 
the selected publications. Of the 687 publications, only 474 
were unique, while the other 213 were duplicates. Then, 
publications that were eligible for full-text review were 
selected. In this section, only titles and abstracts related to 
dynamic game balancing were selected. Additionally, the 
publication type and its language were also checked, where 
only journal and conference publications in English were 
included. After this selection process, a total of 185 
publications were eligible for the next phase, whereas the 
remaining 289 publications were marked as irrelevant. 
However, out of these 185 publications that were sought 
for retrieval, 75 of them were unobtainable due to their 
databases’ restricted access for the full text. Hence, there 
were 110 publications left whose contents will be fully 
studied. Publications that were deemed to have a primary 
focus other than DGB development or had an incomplete 
structure were excluded from the analysis. After reviewing 
and analyzing the publications, there were a total of 91 
publications that will be discussed in this literature review. 

 

Figure 3.  Bibliometric Distributions 

Figure 3 shows a brief bibliometric overview of the 91 
selected studies regarding their publication years, paper 
types, and paper quality (based on the quartiles from the 
Scimago Journal and Country Rank scoring method). 

3. DISCUSSION OF FINDINGS 

A. Factors and Components Characterizng Games 

Employing DGB (RQ1) 

To observe the factors or components characterizing 

games with DGB, this section explores the following 

characteristics of the game prototypes in each study: game 

engine, game purpose, input devices and genres. Each one 

of these aspects are examined to observe some of the 

common patterns, trends, and unique approaches used 

across different studies. 

TABLE II.  DISTRIBUTION OF GAME ENGINES USED 

Game Engine 
Total 

Papers 
References 

Unity 28 

[4], [5], [12], [13], [14], [15], [16], 

[17], [18], [19], [20], [21], [22], [23], 

[24], [25], [26], [27], [28], [29], [30], 
[31], [32], [33], [34], [35], [36], [37] 

Half Life 2 [38], [39] 

Godot 1 [40] 

Android 
Studio 

1 [41] 

Swift 1 [42] 

Havok 1 [43] 

Mario AI 

Championship 
1 [44] 

Ubisoft 
Quebec 

1 [45] 

Python* 1 [46] 

Java* 1 [47] 

 

A game engine is a software framework with tools and 
features to aid video game development. This offers insight 
into developers' preferences in DGB-implemented games 
for research. As shown in Table 2, Unity is the most 
popular choice among the studies that mentioned their 
game engines. Reasons include integrated 3D features for 
VR games [21], availability of many free assets [12], 
helpful toolkits like Unity’s Machine Learning Agents [5], 
etc. Other than that, Unity is known for its user-friendly 
development environment, extensive features, tutorials, 
and community support [48]. 

Other game engines mentioned include Half-Life and 
Unreal Engine, though their selection reasons weren't 
explicitly stated. While Python and Java aren't game 
engines, they can be used for game development with 
various libraries and frameworks. Some researchers 
develop game prototypes from scratch, while others modify 
existing games like Assassin’s Creed [45], Angry Birds 
[32], Minecraft [49], Starcraft 2 [43], etc. Ultimately, 
despite Unity’s popularity, the choice of a game engine 
depends on the game’s design and the developer’s 
familiarity with the software. 

TABLE III.  DISTRIBUTION OF GAME PURPOSE 

Game 

Purpose 

Total 

Papers 
References 

Enter-

tainment 

Focused 

48 

[4], [5], [13], [14], [16], [18], [23], [25], 

[27], [30], [32], [33], [34], [36], [38], [39], 

[40], [42], [43], [44], [45], [46], [47], [49], 
[50], [51], [52], [53], [54], [55], [56], [57], 

[58], [59], [60], [61], [62], [63], [64], [65], 

[66], [67], [68], [69], [70], [71], [72], [73] 

Serious 
Game 

43 

[12], [15], [17], [19], [20], [21], [22], [24], 

[26], [28], [29], [31], [35], [37], [41], [74], 

[75], [76], [77], [78], [79], [80], [81], [82], 
[83], [84], [85], [86], [87], [88], [89], [90], 

[91], [92], [93], [94], [95], [96], [97], [98], 

[99], [100], [101] 
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The purpose of a game can be roughly divided into two 
categories: entertainment or improving a real-life skill 
(serious games) like physical exercise. This helps identify 
the game's primary intent and understand how DGB might 
be tailored differently for entertainment versus serious 
games. It's worth noting that any game can provide both 
entertainment and real-life skill improvement (e.g., hand-
eye coordination). As shown in Table 3, there is an even 
distribution of serious and entertainment-focused games.  

Some games, especially those for scientific research, 
aim to help people accomplish tasks better through 
gamification. DGB in these serious games tailors the 
learning process to each player's (or patient’s) capability, 
and can be further split into four overlapping subcategories: 

1) Education: These games make learning engaging 

and interactive, adjusting question complexity through 

DGB, allowing students to learn more effectively 

compared to traditional textbooks. Subjects include math 

[78], [81], chemistry [35], [90], coding [82], [99], etc. 

2) Rehabilitation: Designed for individuals with 

physical or mental disabilities, these games aid in recovery 

while ensuring players do not overexert themselves 

through DGB. Physical rehab includes arm movements 

[76] and finger coordination with exoskeletons [93]. 

Mental rehab includes games for dyslexia [101] and 

speech disorders [85]. DGB plays a vital role in ensuring 

that rehabilitation players do not exert beyond their limits. 

3) Exercise: Also known as Exergames, these 

games promote physical activity by adjusting the required 

movement intensity as needed. Examples include GPS-

based running games [75] and motion capture games [12], 

[15]. For those with physical challenges, exercises are 

tailored to their abilities, such as balance games on a 

Nintendo Wii [15] and upper body sports [86]. 

4) Cognitive: These games enhance cognitive skills, 

where DGB systems adjust cognitive load based on the 

player’s capabilities. This include games like “Simon 

Says” [94], simulated shopping activities [100], tile-

matching games [41], [95], color separation [77], etc. 

Conversely, Numerous DGB techniques have been 
tested and utilized by developers to maximize fun and boost 
sales in entertainment-focused games [2]. Unlike serious 
games, entertainment-focused games don’t typically 
provide any external benefits to their players outside 
gameplay satisfaction. Hence, DGB systems here have a 
higher priority in maintaining player interest by ensuring 
their skills are consistently matching with the right level of 
challenge. These DGB systems can be later implemented 
into commercial games to extend the game’s lifecycle [1]. 
These entertainment games can come in a myriad of forms 
of gameplay mechanics and DGB systems. Entertainment-
focused games cover a majority of games within the “fast-
paced action”, “strategy”, “horror” and “rhythm” genres. 

TABLE IV.  DISTRIBUTION OF INPUT DEVICE TYPE 

Input Device 

Type 

Total 

Papers 
References 

 Mouse, 
Keyboard 

40 

[5], [13], [14], [22], [25], [29], [30], 

[32], [34], [35], [38], [39], [43], [44], 

[45], [46], [49], [50], [54], [56], [58], 
[61], [62], [65], [67], [70], [71], [73], 

[74], [77], [78], [82], [83], [84], [85], 

[87], [88], [91], [99], [101] 

Physiological 
Measures 

19 

[19], [21], [22], [24], [26], [28], [31], 

[37], [45], [54], [59], [67], [80], [87], 

[88], [92], [93], [98], [100] 

Touchscreen 12 
[4], [16], [17], [22], [32], [40], [41], 

[42], [49], [67], [75], [89] 

Motion 
Capture 

11 
[12], [15], [29], [37], [45], [53], [76], 

[79], [88], [93], [97] 

Virtual 

Reality 

Controllers 

8 
[18], [20], [21], [23], [24], [31], [86], 

[100] 

Facial 

Recognition 
6 [13], [25], [30], [34], [44], [67] 

Microphone 4 [15], [78], [79], [85] 

Console 

Controllers 
4 [28], [30], [31], [45] 

Eye Camera 4 [45], [57], [70], [72] 

 

Input devices are the hardware used to interact with 
games. Studying them helps explore how the choice of 
input devices affects the implementation and performance 
of DGB systems, providing insights into technological 
constraints and opportunities across platforms. A study 
may employ multiple types of input devices from Table 4. 

Using a mouse and/or keyboard is common for 
computer games, showing that laptops and desktops are 
frequent mediums for developing and delivering game 
prototypes for DGB research. Some studies developed 
prototypes for mobile devices, which are cheaper and more 
accessible despite its lower hardware capabilities that limit 
the game’s complexity [40]. Numerous studies also used 
hand-held console controllers for shooter games [30], 
open-world role-playing games (RPG) [45], or driving 
simulators with steering wheel controllers [28]. 

Several sports-themed games used motion-capture 
equipment to track player input via body movement. This 
could involve a camera with specific software or 
specialized motion-capture cameras like Microsoft Kinect 
[79] to visually grasp a player’s movements. Other non-
camera equipment to track movement included Wii 
Balance Boards [15] or specialized exoskeletons [93]. 

Finally, several studies used cameras and sensors to 
monitor a player’s focus and stress levels. Researchers used 
cameras to observe eye movements [72], pupil dilation [57] 
or their facial emotions [44]. Some researchers attached 
physiological sensors like electroencephalogram headsets 
[88] to measure their anxiety levels including galvanic skin 
response [37], heart rate [28], temperature [93], etc 
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TABLE V.  DISTRIBUTION OF GENRE GROUPS 

Genre 

Groups 

Total 

Papers 
References 

Mental 
Training 

44 

[17], [19], [20], [22], [23], [26], [27], [28], 

[29], [31], [32], [35], [41], [46], [52], [59], 

[61], [66], [67], [72], [73], [74], [77], [78], 
[80], [81], [82], [83], [84], [85], [87], [88], 

[89], [90], [91], [92], [94], [95], [96], [97], 

[98], [99], [100], [101] 

Fast-

Paced 

Action 

41 

[4], [5], [12], [13], [14], [16], [17], [18], 

[23], [25], [27], [30], [33], [34], [36], [38], 

[39], [43], [44], [45], [49], [50], [51], [53], 
[54], [57], [58], [60], [62], [63], [64], [65], 

[67], [68], [69], [70], [71], [81], [88], [93], 

[99] 

Exercise 14 
[12], [15], [21], [24], [37], [47], [55], [75], 

[76], [77], [79], [86], [97], [101] 

Strategy 12 
[32], [39], [42], [43], [46], [47], [49], [56], 

[67], [69], [72], [88] 

Horror 5 [14], [17], [18], [23], [25] 

Rhythm 1 [40] 

 

Genres categorize games based on themes, interaction 
styles, and core gameplay mechanics. Studying this helps 
determine which genres benefit most from DGB and how 
DGB systems need to adapt to various interactive elements 
to maintain balance. Since genre classifications vary, this 
review groups them into genre groups in Table 5, where a 
game can belong to more than one group. 

Games in the "mental training" genre engage players in 
cognitive challenges and problem-solving activities, such 
as puzzles, logic, education, memory, and cognitive genres. 
Researchers often create games in this category for 
gamification, figuring out how DGB systems can tailor the 
learning process to be more enjoyable [78]. For example, 
DGB systems in educational math games might adjust the 
difficulty by changing the complexity or number of tasks 
based on the player's correct answer rate [80]. By tailoring 
the challenge level to the player's skill, these games can 
make learning both fun and effective. 

The "fast-paced action" genre, which includes 
adventure, combat, shooter, platforming, survival, and 
arcade games, is a popular choice for DGB research due to 
the numerous variables available to adjust gameplay 
difficulty [45]. DGB systems in these games often track 
player performance metrics such as health, damage dealt, 
enemies defeated, and shooting accuracy to assess skill 
levels [38]. Based on these inputs, the DGB system might 
adjust enemy or player attributes like quantity, hit points, 
speed, and the Artificial Intelligence (AI) of enemies, 
making the game easier or harder depending on the player’s 
proficiency [49]. Additionally, the system can modify in-
game resources, like health packs or ammunition, to further 
fine-tune the challenge [18]. 

Games in the "exercising" genre, including sports and 
rehabilitation games, adjust gameplay based on the player’s 
physical performance. Depending on the player’s current 
physical capabilities, these games can tweak the required 

muscle movement intensity to ensure an appropriate level 
of physical training [24]. The “exercising” genre also 
covers sport-themed games that don’t involve physical 
movement from the players, such as a soccer simulation 
game [47], [55]. Here, DGB systems control the difficulty 
of the opposing team players that fight against the player’s 
team. 

“Strategy” games, including genres like tower defense 
[67], [88] and turn-based [39] games, require players to 
manage resources and make thoughtful decisions. DGB 
systems in these games might adjust resource availability, 
opponent intelligence, or other in-game variables based on 
the player’s performance. For example, the system might 
change the provision of health packs, ammunition, or other 
resources to maintain a balanced challenge [18]. A 
common application for strategy games is the recreation of 
traditional board games such as Othello [46], where DGB 
systems determine opponent intelligence levels to control 
the game’s difficulty. 

“Horror” games aim to create a sense of unease and fear 
in players, often through varying levels of jumpscares [25] 
and psychological stressors [18]. In this genre, DGB 
systems might not focus on making win conditions harder 
but rather on challenging the player's concentration and 
emotional resilience. For instance, modifying the game's 
environment by controlling the color scheme [67], 
illumination [23], visibility [83], as well as other stress-
inducing scenes. These adjustments alter the perceived 
difficulty, increasing or decreasing the tension without 
necessarily changing the core gameplay mechanics. 

“Rhythm” games require players to synchronize their 
actions with the beat of the music. DGB systems in this 
genre adjust the difficulty by modifying the speed of the 
song or the complexity of the notes based on how well 
players keep the rhythm [40]. This dynamic adjustment 
ensures that the challenge remains in sync with the player’s 
skill level, maintaining the flow and enjoyment of the 
musical experience.  

B. Techniques and Algorithms Utilized for DGB 

Implementation (RQ2) 

This section will delve into the various DGB strategies 
used in past studies, taking note of their prevalence and 
innovativeness. It is important to note that some studies 
may use certain types of known algorithms for their DGB 
systems, but not explicitly mention its name.  

Although similar, there is a difference between a 
“technique” and an “algorithm”. In this review, a 
“technique” is defined as a general, broader approach that 
is used to solve a problem. It could be a theoretical or 
practical approach. Whereas an “algorithm” is a set of well-
defined procedures or rule to perform a specific task, hence 
making it more specific than a “technique”. For example, 
mathematical computation or processing. 
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TABLE VI.  DISTRIBUTION OF  TECHNIQUES USED FOR DGB 

Technique 
Total 

Papers 
References 

Recommender System 46 

[4], [5], [12], [14], [15], 

[16], [17], [19], [20], [21], 

[24], [27], [28], [30], [31], 
[35], [38], [40], [41], [44], 

[49], [50], [54], [57], [60], 

[61], [65], [70], [72], [73], 
[74], [76], [77], [79], [80], 

[81], [82], [83], [85], [88], 

[91], [92], [96], [97], [99], 
[101] 

Procedural Content 

Generation 
10 

[5], [12], [16], [17], [23], 

[33], [71], [96], [97], [99] 

Emotion Recognition 9 
[13], [18], [25], [30], [34], 

[67], [78], [79], [85] 

Glicko-2 Rating System 4 [27], [61], [73], [84] 

Trial and Error 2 [52], [75] 

Player Agent 2 [32], [64] 

Item Response Theory 1 [74] 

Fuzzy Coordinator, Total 
Current Unit AI/Player 

Ratio 

1 [43] 

Dojo Matchmaking 1 [84] 

Markov Decision Process 1 [56] 

Tabu Search Exploration 1 [39] 

Rule-Based Adaptation 

Mechanism 
1 [29] 

Adaptive Game Artificial 

Intelligence 
1 [47] 

Disjoint Skill Model 1 [60] 

Visual Scaffolding 1 [90] 

Logit Mixed-Effects 

Model 
1 [91] 

N-Back Task 1 [94] 

 

As seen in Table 6, more than half of the papers used a 
recommender system for DGB implementation. In this 
review, a recommender system refers to an adaptive 
determination of difficulty based on a range the author has 
manually determined. In [57], the author tracks the player’s 
pupil diameter and game performance to assess the game's 
difficulty. To summarize, while the variable range for 
recommender systems is typically determined manually by 
the author, the specific calculation formulas or algorithms 
employed can vary significantly across different 
implementations. 

Some papers have used procedural content generation 
(PCG) as a method to create diverse and dynamic 
environments, enhance replayability, and provide unique 
experiences for each playthrough. [33] proposed an 
experience-driven PCG (EDPCG) tool called Diversity 
Regulated Adaptive Generator Online (DRAGON) to 
automatically generate monster archetypes in multiplayer 
games based on player preferences. PCG is commonly used 
to address the challenge of providing a large amount of 
content, and this technique is used to generate objects 
whose variables are modified through the DGB system. 

Emotion recognition is also a commonly used 
technique for determining DGB changes. [25] uses facial 

emotion recognition to determine the player’s stress level, 
which will affect the game’s difficulty. The emotion 
classified by this technique is used as a variable for the 
game’s DGB system. The emotions could be calculated 
based on the player’s facial expression [13], [25], [30], 
[34], speech tone [78], [85], physiological signals [18], 
[67], and self-assessments such as talking with a virtual 
doctor [79]. 

To assess the player’s skill, some research uses a rating 
system like Glicko-2 to determine the player’s ranking. 
[96] observes that using a rating system like Glicko-2 and 
using a matchmaking algorithm could improve player 
engagement by calculating the probability of the player 
losing the level. This technique calculates the player’s skill, 
which will be a variable for the DGB system. 

TABLE VII.  DISTRIBUTION OF ALGORITHMS USED FOR DGB 

Algorithm 
Total 

Papers 
References 

Machine Learning 30 

[5], [18], [22], [26], 
[29], [31], [32], [33], 

[36], [39], [42], [44], 

[45], [51], [55], [56], 
[59], [63], [66], [68], 

[69], [74], [75], [78], 

[86], [87], [94], [95], 
[98], [100] 

Deep Learning 7 
[31], [37], [46], [58], 

[59], [82], [94] 

Monte-Carlo Tree Search 4 [37], [46], [53], [62] 

Fuzzy Logic 3 [78], [82], [89] 

Increment/Decrement One 

Level 
2 [21], [93] 

Intelligent Trial-and-Error, A* 

Path Finding, One Step Look-

Ahead, Greedy Tree Search, 
Random Search, Rolling 

Horizon Evolution 

1 [52] 

Multi-agent Reinforcement 

Training 
1 [5] 

State-Action-Reward-State-

Action 
1 [39] 

+/−δ Algorithm 1 [63] 

Partially Ordered Set Master 1 [93] 

Adaptive Neuro Fuzzy 

Inference System 
1 [94] 

Evolutionary Algorithm 1 [69] 

 

As seen in Table 7, one of the algorithms used in some 
papers was the Monte-Carlo Tree Search (MCTS). This 
algorithm can be used to handle large and complex search 
spaces. [46] applied MCTS to adjust the AI’s skill against 
the opponent based on the estimated value gained from the 
deep neural network. As an algorithm for the DGB system, 
MCTS is commonly applied for movement decision [46] 
and plans appropriate difficulty levels based on the 
predicted player skill [46], [52], [53]. 

Among the researched papers, the machine learning 
algorithm is the most dominant. [98] used the Support 
Vector Machine (SVM) algorithm to classify and predict 
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the game’s difficulty based on the player’s physiological 
response. The use case of machine learning for DGB 
system includes estimating gameplay difficulty for player 
[32], [42], [44], [63], [66], [69], [74], [98], enhance AI 
Agent performance [5], [39], [52], [55], [56], [87], emotion 
recognition [18], [22], [26], [31], [59], [67], [78], [100], 
predict player skill [36], [51], [85], [94], [95], and object 
generation [33]. 

Deep learning, a subset of machine learning, is also 
often applied to DGB systems. [37] used an Adaptive 
Neural Network (ANN) to predict the risk on the player's 
squat exercise performance. The risk assessed will 
determine the level of exercise through the DGB system. 
The application includes estimating [37], [46], [58] and 
classifying [37], [54] a player's ability, as well as emotion 
recognition [31]. 

C. Impacts of DGB Systems towards Player Satisfaction 

(RQ3) 

To study the improvements in DGB systems and how 
they are measured, this section will explore the following 
aspects of each study: testing method type, DGB 
conclusions, and improvement suggestions. This analysis 
will identify common testing methodologies, summarize 
the general sentiment of players towards a DGB system, 
and offer recommendations for further enhancing the 
impact of DGB systems on the gaming experience. 

TABLE VIII.  DISTRIBUTION OF TESTING METHOD TYPES 

Testing 

Method Type 

Total 

Papers 
References 

External 

human 

players 

75 

[4], [12], [13], [14], [16], [17], [18], 
[19], [20], [21], [22], [23], [24], [25], 

[26], [27], [29], [31], [34], [35], [36], 

[37], [38], [39], [40], [41], [43], [44], 
[45], [49], [50], [51], [53], [54], [57], 

[58], [59], [60], [61], [62], [63], [64], 

[65], [66], [67], [70], [71], [72], [73], 
[74], [75], [76], [77], [78], [79], [80], 

[81], [82], [84], [85], [86], [88], [89], 

[90], [91], [92], [93], [94], [95], [96], 

[97], [98], [99], [100], [101] 

Simulated AI 

“human” 
agents 

12 
[5], [32], [39], [42], [46], [47], [52], 

[55], [56], [68], [83], [87] 

Self (Alpha) 

Testing, or 

Unkown 

5 [15], [28], [30], [33], [69] 

 

In DGB research, there are multiple methods to test and 
validate a DGB system as shown in Table 8: either through 
external human beta-testers, simulated AI players, or self-
testing. Studying these methods and their evaluation 
metrics can provide insights into the reliability and validity 
of the findings reported in DGB studies. 

Obtaining human volunteers is by far the most common 
way to test out any computer game, where players would 
play the presented game prototype in a controlled 
environment, answering questionnaires (for example, the 

Game Experience Questionnaire (GEQ) [16]) and 
interviews to provide gameplay data. Sometimes 
researchers don’t reveal to the players which version has 
DGB and which one does not, thereby reducing bias and 
making their feedback more reflective of their genuine 
experience [4]. However, obtaining a sufficiently large 
number of volunteers proved to be a challenge for some, 
which can be as low as 4 players [39] due to obstructions 
like the Covid-19 pandemic [23] to as high as 621 players 
[66] with the help of online distributors. 

Rather than seeking human volunteers, some research 
opted for AI players instead. They would run several 
simulations of a dynamic-difficulty AI player against many 
static-difficulty AI players to see if the dynamic AI can 
adapt itself to different player skills without the need for 
human players [55]. 

Researchers used many standardized metrics to check 
if their proposed DGB system had significant 
improvements compared to the non-DGB versions of the 
game. Based on the gameplay data or questionnaire results, 
researchers were observed using various tests such as 
Mann-Whitney U [34], Analysis of Variance (ANOVA) 
[70], Shapiro-Wilk [73], Jendall’s Tau-b correlation [21], 
Cohen’s Kappa [59], etc. Several studies also chose to use 
basic descriptive statistics to prove that their DGB systems 
yielded significant improvements. Examples of this include 
mean difference [76], f1-score [22], accuracy [74], etc. 

Finally, a few studies did not clearly state any testing 
procedure to validate the effectiveness of their DGB 
system. This implies that their conclusions are mainly 
based on the researcher’s personal experiences [69], 
otherwise known as alpha-testing. It is advisable that such 
papers include valid evaluation metrics to ensure the 
credibility and reliability of their findings. 

TABLE IX.  DISTRIBUTION OF DGB CONCLUSIONS 

DGB 

Conclusions 

Total 

Papers 
References 

Player 

satisfaction 
or 

experience 

60 

[4], [12], [13], [14], [15], [16], [17], 

[18], [19], [21], [23], [24], [25], [26], 

[29], [30], [31], [34], [35], [36], [38], 
[39], [40], [41], [45], [49], [50], [53], 

[54], [57], [58], [59], [60], [62], [64], 

[65], [67], [71], [72], [73], [75], [76], 
[78], [81], [82], [84], [85], [88], [89], 

[90], [91], [92], [93], [94], [95], [96], 

[97], [98], [99], [100] 

DGB 

performance 

comparison 

40 

[5], [26], [27], [31], [32], [34], [36], 

[37], [39], [42], [44], [46], [47], [51], 

[52], [55], [56], [57], [59], [61], [62], 
[63], [66], [68], [69], [74], [75], [77], 

[78], [79], [80], [86], [87], [91], [93], 

[95], [96], [98], [99], [100] 

Player 

performance 
28 

[4], [16], [17], [19], [20], [24], [43], 
[50], [51], [54], [60], [62], [63], [65], 

[70], [72], [73], [81], [84], [85], [88], 

[89], [90], [92], [94], [95], [97], [101] 

Novel 

system 
4 [21], [22], [28], [33] 
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Analyzing conclusions from research papers highlights 
the objectives behind the development of DGB systems. 
The findings are categorized into four objectives as shown 
in Table 9: player satisfaction, player performance, DGB 
performance comparison, and novel systems. 

Most papers discuss the impact of DGB systems on 
player satisfaction, influenced by factors such as 
immersion, challenge, flow, etc. [14] assessed player 
satisfaction towards their proposed method through the 
GEQ. Some authors aimed to improve player performance 
with their DGB systems. With DGB, players can 
progressively improve and tackle higher difficulties. [50] 
used DGB to increase competitiveness by adjusting game 
difficulty, concluding that the right competition level 
motivates skill improvement within players. 

Other authors focused on comparing different DGB 
algorithms and techniques to find the most effective 
approach. [52] compared MCTS and random search 
algorithms for its AI player agents. It was concluded that 
AI agents with the MCTS algorithm have higher win rates 
when enemy entities are present, whereas random search is 
better for clearing levels without enemy entities. Finally, a 
few papers introduced novel DGB systems. [83] created a 
DGB system based on the game environment’s fog level. 
This was a novel method of affecting difficulty through 
modifying the line of sight.  

TABLE X.  DISTRIBUTION OF IMPROVEMENT SUGGESTIONS 

Improvement 

Suggestions 

Total 

Papers 
References 

Improve the 

current DGB 
system, or 

combine it 

with other 
DGB systems 

52 

[4], [5], [13], [20], [21], [23], [24], 

[25], [26], [27], [28], [29], [31], [32], 

[33], [34], [35], [36], [37], [39], [40], 
[42], [43], [44], [46], [47], [51], [52], 

[54], [55], [56], [59], [60], [61], [62], 

[65], [66], [73], [74], [75], [83], [84], 
[86], [89], [91], [92], [95], [96], [97], 

[98], [100], [101] 

More 

playtesting, 

input dataset, 

or variety of 
players 

32 

[12], [14], [15], [18], [20], [22], [23], 

[24], [28], [29], [34], [36], [37], [42], 

[44], [47], [52], [54], [58], [59], [68], 

[71], [75], [77], [80], [87], [89], [90], 
[93], [98], [99], [100] 

Expand DGB 

implementatio
n to other 

games/genres 

23 

[13], [14], [16], [17], [21], [25], [28], 

[32], [36], [46], [51], [56], [61], [69], 
[70], [73], [74], [80], [82], [86], [88], 

[92], [95] 

Modifying  
ways to 

measure skill 

and change 
game 

difficulty 

21 
[13], [25], [26], [28], [30], [31], [49], 
[52], [57], [63], [65], [70], [71], [72], 

[78], [84], [86], [87], [89], [91], [94] 

Better data 
analysis on the 

results 

17 
[12], [21], [41], [55], [58], [62], [63], 
[64], [65], [66], [72], [76], [79], [80], 

[82], [88], [100] 

Better 
tutorials / UI / 

user guides 

11 
[12], [15], [19], [40], [41], [68], [76], 

[81], [96], [97], [99] 

 

Future work in DGB focuses on further investigation 
based on study findings and limitations, pointing out 
emerging trends, research gaps, and potential exploration 
areas. Table 10 highlights various suggestions for DGB 
research. The most common ones involve improving 
current DGB systems or combining them with other 
methods. Some noted shortcomings in handling over-
skilled players [91], identifying repetitive gameplay [47], 
or making difficulty adjustments smoother [68]. Others 
proposed integrating their systems with existing algorithms 
[55], optimizing processes [54], and incorporating real-
time feedback mechanisms [84]. 

Some studies, especially those with limited playtesting 
data, suggested testing their DGB systems on more 
participants, expanding demographics [20], and increasing 
dataset sizes [37]. This would validate effectiveness, 
uncover issues, and enhance generalizability across 
different populations. There were also suggestions to apply 
DGB models to other game genres [46] and mechanics 
[51], which could reveal unique challenges and broaden the 
understanding of DGB's potential. 

Regarding player performance metrics and difficulty 
adjustment mechanisms, researchers see potential in 
exploring more ways to measure a player’s skill or state and 
adjusting difficulty. This could include adding input 
devices like heart rate monitors [87] or increasing game 
features, thereby introducing more variables for the DGB 
system to manage [13]. 

Numerous studies emphasized the need for better or 
continued data analysis. For example, some studies 
suggested monitoring physical performance further [76], or 
expanding evaluation metrics [100], highlighting the 
importance of robust measurement techniques. Lastly, 
several experiments noted that beta testers would have 
appreciated more comprehensive tutorials, guides, or an 
intuitive user interface to reduce confusion during 
experimentation [96]. 

4. CONLUSION AND FUTURE WORK 

This literature review provides a concise guide for 
game developers interested in integrating DGB systems, 
highlighting key strategies for designing adaptive games. 
From 91 research articles, it’s evident that recent DGB 
innovations span various genres, objectives, and 
technologies. Several key takeaways can be drawn from 
this review. 

Unity is the dominant game engine for DGB 
development. Entertainment-focused and serious games 
are evenly represented, offering benefits in both enjoyment 
and gamification. Fast-paced genres excel due to the 
abundance of variables to measure and adjust difficulty, 
while mental training games, especially in education, also 
show promise. It’s advantageous to use input devices that 
measure player skill or state, such as physiological and 
movement data. 
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Various techniques and algorithms have been tested for 
DGB systems. Recommender systems, PCG for dynamic 
content generation, and emotion recognition for difficulty 
adjustment are common. Skill assessment systems like 
Glicko-2 enhance player engagement, while MCTS aids in 
complex decision-making. Machine learning techniques, 
including SVM, GA, Neural Networks, and MLP, are 
useful for estimating gameplay difficulty, improving AI, 
emotion recognition, skill prediction, and content 
generation. Each technique has its specific application in 
DGB systems. 

For scientific research, it’s crucial to determine how 
gameplay data is obtained to measure the DGB system's 
impact. While human volunteers are standard, AI player 
simulations can be used when volunteer numbers are low. 
Researchers should use varied evaluation metrics to assess 
player satisfaction, DGB performance, or player 
improvement. Developers can build on existing DGB 
systems, explore different genres, or incorporate additional 
skill measurements while ensuring clear communication 
with game testers. A limitation of this review is the 
subjective classification of game or DGB properties. Future 
work should aim for a more objective classification 
approach for analyzing DGB systems in games. 
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