
1	
  
2	
  
3	
  
4	
  
5	
  
6	
  
7	
  
8	
  
9	
  
10	
  
11	
  
12	
  
13	
  
14	
  
15	
  
16	
  
17	
  
18	
  
19	
  
20	
  
21	
  
22	
  
23	
  
24	
  
25	
  
26	
  
27	
  
28	
  
29	
  
30	
  
31	
  
32	
  
33	
  
34	
  
35	
  
36	
  
37	
  
38	
  
39	
  
40	
  
41	
  
42	
  
43	
  
44	
  
45	
  
46	
  
47	
  
48	
  
49	
  
50	
  
51	
  
52	
  
53	
  
54	
  
55	
  
56	
  
57	
  
60	
  
61	
  
62	
  
63	
  
64	
  
65	
  

 
 
 

International Journal of Computing and Digital Systems 
ISSN (2210-142X)  

Int. J. Com. Dig. Sys. #, No.# (Mon-20..) 
 

 
E-mail: aashgar@yahoo.com 

  http://journals.uob.edu.bh 
 

 
Sentiment Analysis of Palestinian Arabic Dialect Using 

Lexicon-Based Approach 
 

Mohammed KH. Zoroub1, Ashraf Y. Maghari2 and Abdelkareem M. Alashqar3 
 

1,2,3Faculty of Information Technology, Islamic University of Gaza, P.O. Box 108, Gaza, Palestine 
 

E-mail address: 1appeappe8@gmail.com, 2amaghari@iugaza.edu.ps, 3aashgar@yahoo.com 
 

Received ## Mon. 20##, Revised ## Mon. 20##, Accepted ## Mon. 20##, Published ## Mon. 20## 
 
Abstract: Most Arab users express their opinions on social media platforms using colloquial dialect which contains a huge quantity 
of unstructured and ambiguities data. These data require treatment by utilizing sentiment analysis (SA) techniques to discover 
opinions polarity that deemed useful for stakeholders. In Palestinian dialect there are many problems related to their nature, such as 
abbreviations and lack of standardization rules for grammar and spelling. These issues made the extract opinions process very 
challenging task in the SA area. In this paper, a rule-based sentiment lexicon for Palestinian dialect is proposed with novel rules and 
concepts to classify users' comments into positive, negative, and neutral. Also, a grouping-terms technique is proposed in the 
preprocessing step to outdo the issues related to texts in Palestinian dialect such as writing different spellings (shapes) that have one 
meaning for the same word. Additionally, a polarity lexicon for Palestinian dialect has been created during the grouping-terms 
process. The proposed lexical-classifier achieved better results when using the grouping-terms technique instead of stemming. It 
achieved an accuracy of 85% when using two classes, and an accuracy of 80.5% when using three classes, which is considered a very 
good performance in SA approaches. Our results showed that the development of rules and polarity lexicon for Palestinian dialect 
terms can be considered as a good implication for further related studies. 
 
Keywords: Palestinian dialect, Sentiment Analysis, Lexical Approach, Grouping-Terms, ISRI stemmer 

 

1. INTRODUCTION 
Currently, the proliferation of social media platforms 

with a mass of users across the Arab world led to the 
presence and abundance of textual data. These data 
consist of useful information such as user's opinions 
towards certain topics. In order to extract those opinions, 
sentiment analysis (SA) methods should be used. The SA 
has become a popular task for the natural language 
processing (NLP) [1], its target is to determine whether 
the given textual existence is subjective or objective, and 
to recognize the polarity of subjective texts. In State of 
Palestine, Facebook is considered as the most popular 
social media platforms as shown in Figure 1, where the 
number of Facebook users in Palestine reached 2,844,000 
users in May 2020, which accounted for 52.8% of its 
entire population [2]. Due to our approach, we opted 
Facebook as the main source of textual data. 

Evidently, the Arab's social media users tend to write 
their comments by colloquial dialect, which always varies 
from country to country and from culture to another. The 

differentiation of dialects can also exist in the same 
country. In addition, Arabic dialects are grouped into six 
main categories based on Arabic regions which are: 
Maghreb, Egyptian, Gulf, Iraqi, Levantine, and Yemeni 
[3]. Levantine also called SHAMI which is the dialect 
spoken in Palestine, Syria, Jordan and Lebanon countries. 
In our work, we will focus on Palestinian dialect, which is 
considered as part of the South Levantine Arabic dialect 
sub-group [4]. 

 
Figure 1. Percentage of Facebook users in the State of Palestine 
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Undoubtedly, Arabic dialects deemed more complex 
than Modern Standard Arabic (MSA) in terms of 
morphology and orthography. The challenges associated 
with the Arabic dialects contents in social media can be 
summarized as follows [3][4][5][6][7][8]: 

• Written as unstructured language. 
• Include spelling mistakes. 
• Use slangs and abbreviations. 
• Use vernacular expressions and proverbs. 
• Use emoticons symbols in writing. 
• Include repeated letters. 
 In the same context, textual data written by 

Palestinian dialect suffer from several problems such as:  
• A term can be written in different shapes that 

have the same meaning, for example: "sweety" 
حلو, الحلو, حلوین, ما  " :potentially written as "حلو "
 ." احلاه, شو ھالحلي 

• There are no standardization rules as use negation 
to confirm positive meaning like: "  ما اروعك, ما

كاحسنك, ما احلا ", whereas, in other situation, the 
same negation is used to confirm negative 
meaning like: " ما حبیت, ما عجبني, مافھمت".  

• Use different pattern of the negation, for example, 
append "chen" " ش" character at the end of the 
word, for example: " عرفشبحبش, بفھمش, ب  ". 

Two main approaches can be utilized in SA to mine 
user’s opinions which are machine learning (ML) 
approach and lexicon-based approach where both of them 
can be combined to produce a hybrid one. ML approach 
depends on constructing classification model with training 
labeled data whereas lexicon-based approach depends on 
creating lexicon for terms of language with polarity scores 
[9]. In ML approach the training data is essential for the 
classifier to predict the sentiment of text, while the 
training process is not needed for lexicon-based approach 
because it depends on the prepared translated lexicon in 
determining the sentiment that embedded in the text. 

Additionally, the ML approach can be widely used in 
SA for Modern Standard Arabic (MSA) [3] because its 
structure and grammar are almost stable over time. And 
the labelling, annotation and patterns recognition used in 
SA for MSA can be simplified and automated through the 
iterative learning process of ML. Whereas, the Arabic 
dialect has high diversity of written forms and 
considerable number of different negation shapes among 
Arab nations and regions, which makes it hard to achieve 
the automation and learning processes of ML. So, the 
lexicon-based approach still provides powerful techniques 
for SA in Arabic dialect such as handling negation, 
polarity scoring, feature extraction and meaning of text. 

Although there are existing research works in SA for 
Arabic dialect using ML and lexicon-based approaches, 
these efforts suffer from several deficiencies such as lack 
of resources, small lexicon terms and less accuracy [10]. 
Furthermore, there is a little attention on providing 

lexicon for Levantine dialect especially for Palestinian 
dialect [11]. 

Unlike the existing approaches, our work focuses on 
improving the performance of the lexicon-based approach 
by proposing novel rules, which have the ability to handle 
several linguistic features in the Palestinian dialect as 
negation, boost-increased sentiment, boost-decreased 
sentiment, and modified sentiment. Also, we propose a 
new technique called “grouping-terms” in preprocessing 
step which is applied instead of the stemming. The main 
concept behind the proposed technique is to reduce the 
number of word spellings which have polarities into one 
possible form. For this purpose, a new lexicon containing 
these word forms is created. Our main contribution in this 
work are concluded as follows: 

• Create a sentiment lexicon for texts in Palestinian 
dialect. 

• Propose novel rules for handling some linguistic 
features in Palestinian dialect. 

• Propose a novel technique called “grouping-
terms” to overcome the problems related to text 
written in Palestinian dialect. 

This paper is organized as follows: Section 2 provides 
literature review for SA approaches that conducted on 
Arabic dialects. Our proposed methodology for handling 
Palestinian dialect is presented in Section 3. Section 4 
presents the experiments and discusses the results. Finally, 
Section 5 concludes the paper and suggests future works. 

2. RELATED WORKS 
Sentiment analysis (SA) for Arabic dialect is 

considered as main interest of many researchers. Some 
researchers followed the ML approach to achieve SA for 
Arabic dialect. For instance, the studies in [12][13]  
performed SA for general Arabic dialect while the studies 
in [6][14] provided SA for Saudi dialect, the studies in 
[15][16] achieved SA for Jordanian dialect, the work in 
[17][18] handled the SA for Sudanese dialect, and 
recently the authors in [19] provided SA for Algerian 
dialect with transformers. 

The authors in [20] introduced a literature review for 
60 selected studies that handled SA for Arabic dialect 
focusing on using various techniques of ML. A recent 
study [3] provided a more comprehensive systematic 
literature review for 72 selected research articles for using 
SA in Arabic dialect where the authors handled both ML 
and lexicon-based approaches in their review. They 
argued that the lexicon-based approach still provides 
considerable capabilities in SA for Arabic dialects. 

Focusing on the research articles that adopted the 
approach of lexicon-based for Arabic dialect, the authors 
in [21] proposed a new sentiment lexicon for Saudi dialect 
called SauDiSenti that included 4431 words and phrases 
from modern standard Arabic (MSA) and Saudi dialect, 
which have been extracted manually from Saudi dialect 
twitters. Their lexicon contains 24% and 76% of negative 
and positive entries respectively.  In the experimental 
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side, their lexicon showed promising results in terms of 
accuracy in comparison to AraSenTi (a larger Arabic 
sentiment lexicon) [22] when they used positive, negative, 
and neutral classes, whereas the AraSenTi has 
outperformed SauDiSenti in terms of accuracy when 
using only two classes; positive and negative. 

The researchers in [6] built a large-lexicon for the 
Saudi dialect and developed a weighted lexicon-based 
algorithm to find relations between polarity and non-
polarity words, then weighted these words based on their 
associations. Further, the authors proposed novel rules for 
treating some linguistic features such as negation and 
supplication. According to their experiments, their 
algorithm achieved the best results on Saudi twitter 
dataset [23]  and Egyptian dataset [5]. Also, the authors in 
[24] build lexicon for achieving sentiment analysis for 
Tunisian dialect by fetching the lexicon about the features 
needed for trained supervised classifier. The showed that 
this approach is effective and reached best performance 
results. 

On the other hand, some research studies have been 
achieved on Egyptian dialect. For instance, the author in 
[25] proposed an improved version of the sentiment 
lexicon called NileULex that pre-created by [5] and  [26]. 
The authors developed the lexicon through manual 
additions where the lexicon size was close to 6000 terms 
and compound phrases. Their results showed that the 
improved lexicon outperformed the system that used uni-
gram, bi-gram, and TF-IDF weights in terms of accuracy. 
It also outperformed the lexicon system that used 
translation approach such as EmoLex [27]. In the same 
context, the authors in [28] continued their efforts and 
presented a new approach for extending an Arabic 
sentiment lexicon automatically. To avoid constructing a 
lexicon from scratch, they have been used NileULex [25] 
as an initial terms-lexicon. Their experiments showed that 
the SA using the lexicon entries are more accurate than 
sentiment lexicon entries obtained using ML or distant 
supervision methods. It was noted that these authors have 
used the stemming technique for a minimized number of 
polarity features in their lexicons. Unfortunately, 
according to [6][29], this technique showed the weakness 
in handling with Arabic dialects.  

However, our work focuses on Palestinian dialect, 
which is considered as part of the South Levantine Arabic 
dialect sub-group [4]. Our proposed approach applied a 
new technique in the preprocessing step called “grouping-
terms” in order to overcome some issues related to the 
Palestinian dialect. Also, we proposed novel rules for 
treating some of the linguistic features in the dataset such 
as negations, increased sentiment, decreased sentiment, 
and modified sentiment.     

Some researchers presented a polarity lexicon for the 
Palestinian dialect [8], which included 2027 positive 
tweets, 3289 negative tweets and 777 neutral tweets. They 
used these tweets as a dataset for applying two types of 
supervised learning models for text in Palestinian dialect. 
The first type of learning models is for basic binary text 

classification models. These basic models were generated 
using two popular binary classifiers: Support Vector 
Machine (SVM) and Naïve Bayes (NB). The second 
learning model aims to improve the accuracy of the basic 
learning models by extending the feature space with 
features extracted from the constructed Polarity Lexicon. 
Their results demonstrate that the SVM algorithm 
achieved the best accuracy, which is 91.78%. The authors 
in [4] presented the first annotated corpus for the 
Palestinian Arabic dialect called "Curras" with over 
55,960 tokens annotated with rich morphological and 
semantic information. Recently, the authors in [30] 
developed the ArSenTD-Lev which is a corpus for SA in 
Arabic Levantine tweets. They annotated each tweet 
based on manual analysis, their annotations rely on the 
objective to which the sentiment was expressed, how the 
sentiment was expressed, and the topic of the tweet. Their 
corpus consists of 4,000 tweets collected from Levantine 
countries. 

The approaches in [8] and [30] depend on the corpus-
based method, which requires to annotate each given 
sentence manually. In contrast, "Curras" [4] focused on 
annotating every word with a set of metadata attributes 
and developed a set of spelling rules for the Palestinian 
dialect. However, part of our approach aimed to build a 
rule-based sentiment lexicon for text in Palestinian 
dialect, which be able to classify the texts into positive, 
negative, and neutral. In addition, due to the lack of 
available resources related to the Palestinian dialect, we 
intended to create a polarity lexicon for Palestinian dialect 
from scratch. 

3. SCOPE AND METHODOLOGY 
In this section our proposed methodology is provided 

in order to achieve the objective of this study. This 
methodology consists of five main steps: dataset 
collection and preprocessing, process the dataset using the 
“Grouping-Terms” technique, create polarity lexicon, 
create sentiment lexicon and evaluation. Figure 2 
demonstrate the main steps of our proposed methodology. 

 
Figure 2. The main steps of the proposed methodology 
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A. Data Collection and Preprocessing 
Initially, we collected our datasets from Facebook 

using NETVIZZ Facebook API to fitch the content of 
comments included in Facebook pages that located only in 
Palestinian regions where the comment incudes up to 150 
characters. Owing to our work interested only in a 
sentence level, the total number of collected dataset 
reached 3870 comments. On the other hand, several 
techniques of NLP have been applied in preprocessing 
data which includes tokenization, removing repeated 
letters, normalization and removing stop words. Then we 
proposed the grouping-terms technique and applied it on 
the dataset. 

There are several algorithms of stemming were 
developed for Arabic language [7], such as Khoja-
stemmer, light-stemmer and ISRI Arabic stemmer. The 
former and the latter algorithms are considered as 
intensive stemmers which rely on removing affixes, and 
altered some letters in the word to extract the root of it. 
Whereas the second stemmer is deemed more simply, 
since it does not need any grammatical analysis to get the 
root [29]. Recently, many efforts [6][21][28][29] in 
Arabic sentiment analysis have been carried out by 
utilizing one or more of these stemmers as a step of 
preprocessing text data. Some of these efforts [28][29] 
have concluded that, the root-based stemmer often gives 
us incorrect root, which is convenient to our hypothesis 
that the stemmer is compatible less with textual data 
written by Arabic dialects. On the other hand, we used the 
online Arabic stemmer [31][32] in order to test our 
hypothesis. Figure 3 and Figure 4 show the results of our 
testing, which apparently show the weaknesses of the 
Arabic stemmers in handling the text of Palestinian 
dialect. Neither ISRI-stemmer nor light-stemmer are able 
to return the correct stem or to minimize the number of 
word forms, which have polarities, into one possible form. 
 
 

 
Figure 3. ISRI Stemmer 

 
Figure 4. Arabic Light Stemmer 

B. The Proposed “Grouping-Terms” Technique 
The Palestinian users of social media unconcerned to 

discipline with a linguistic spelling approach for tuning 
their textual comments. They write many spellings for the 
same word and they use the same negation tool either to 
boost positive meaning or to boost negative meaning. In 
order to outpace these issues, we proposed the “grouping-
terms” technique which configured with Palestinian 
dialect, to reduce and uniform the polarity features in our 
dataset. Our proposed technique aims to enhance the 
accuracy of the opinion mining process. The 
implementation of this technique concludes in several 
steps: 

• Firstly, we created a dictionary that has a list of 
polarity terms, Table 1 shows a sample of the 
polarity terms dictionary. This dictionary includes 
930 polarity terms which made up into 500 
positive terms and 430 negative terms. 

• Secondly, we search for all different word shapes 
written for each term in our dataset. Sequentially, 
the results are assigned to the target word, this 
step is done for each term in the list of our 
dictionary.  

• Finally, we replace each polarity term in our 
dataset preprocessed by their equivalents in our 
dictionary. Table 2 shows the results of applying 
grouping-terms. It is noteworthy that all 
aforementioned steps have been done 
programmatically by executing a piece of code in 
Python programming language. 

Table 1. Sample terms of our polarity terms dictionary 

Terms Different Shapes of Each Term 
' مااحلاھم   ',احلاه ',' احلا ',' احلي ',' احلاه ',' محلاكم ',' حلوین  ام [‘ 'حلو'

  ]..الخ  '' حلوه ' , ' احلاكي ' , ' حلوات ',' احلاھم  ',
',' مااروعك ',' اروعك ',' رائعین ', ' شورائع ',' شوروعھ ','   روعھ [‘ 'رائع'

 ] .. الخ  'اروعكم ' , ' مااروعكم
', ' احتلال ', ' احتلینا ', ' احتلالنا ', ' لاحتلالنا ' لاحتلال  الاحتلال ',[ ' 'حلل'

 ] '', ' احتلتنا ' , ' محتلھ ', ' المحتل ', ' المحتلھ ' , ' المحتلین
محبیتش ', ' ماحبیتھا ',  ' بحبھوش ' , ' ماحبیت ',  ' ماحبیتو ' , '  [ ' 'بحبش'

 ] 'وبنحبشمبحب ' , ' منحبكاش ', ' بنحبش ',' 
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Table 2. Results of applying the grouping-terms technique 

Comments Apply the Grouping-Terms 
 علي فكرة استاذ احمد كتیر حبب للروایھ  علي فكرة استاذ احمد كتیر حبیتھا للروایھ  

شو ھالروعھ شو ابدعتوا  ربنا معاكم 
 ویوفقكم    

 شو  رائع شو بدع  ربنا معاكم وفق   

اختیاراتك كل مالھا بتصیر من السیئ الي  
 الاسوا 

اختیاراتك كل مالھا بتصیر من سیئ الي  
 سیئ

 انت ھزأ  علي الصیام الدین مش  سخر  انت بتتھزا علي الصیام الدین مش مسخرة  
 

C. Create a Polarity Lexicon 
The polarity lexicon for Palestinian dialect has been 

created during the grouping-terms process, which means 
that we passed each polarity term (word) that exist in a 
dictionary (which presented in subsection B) into a 
polarity lexicon. Also, we scored each term manually 
from 1 to 4 for positive terms and from -4 to -1 for 
negative terms. The number 1 indicate positive term and 4 
indicate extremely positive term, whereas -1 indicate 
negative term and -4 indicate extremely negative. Table 3 
shows the examples of our polarity lexicon. 

Table 3. Examples of positive and negative terms of Polarity Lexicon 

Polarity Terms  جدع  حبب  فخر  زعج  سخیف  زنخ 
Score -4 -2 -1 2 1 1 
 

D. Create the Rule-Based Sentiment Lexicon 
In this section, we explain in detail the rules and 

conditions that were implemented to create a sentiment 
lexicon for text in Palestinian dialect. The entity behind 
this implementation is represented in providing the 
lexical-classifier, which is able to handle a multi-class 

classification problem, where each comment is labeled as 
positive, negative or neutral. In the same context, we 
worked on designing the rule-based sentiment lexicon that 
contains programmed components to detect and treat 
some frequented words in the dataset which affect 
semantic orientation drastically, we categorized them into 
four types as shown in Table 4. 

Table 4.  Types of influence words 

Types of words Examples 
Negation  لا , مش , مو , ما , غیر , بدون, فش 
Increasingly sentiment  جدا , كثیر , كتیر , قمھ , بشده 
Decreasingly sentiment  اقل , قلیل , انعدام , قلھ 
Modifiers   لكن , بس 
 
To demonstrate how lexical-classifier works, we used 

the flow-chart shown in Figure 5, to illustrate the 
functions and steps involved in the classifier. Initially, we 
plugged the polarity lexicon which described in 
subsection C into our lexical-classifier and converted it 
into dictionary format. Then, the scored polarity features 
are used to assist in the sentiment classification task. After 
that, the programmatic functions were implemented to 
achieve our sentiment rules, such as negation-check, 
increase-sentiment-check, decrease-sentiment-check, and 
modifiers-check, which we explore in later subsections. 
Thereafter, the dataset is loaded into a lexical-classifier 
with tokenizing each word belong to every single 
comment, whereas, each comment will pass to our rules 
check to identify their polarity. Finally, similar to [29], 
positivity or negativity words are aggregate for each 
comment to sum their scores. 

 

 

Figure 5. Flowchart of processing rules in the lexical-classifier 
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On the other hand, our sentiment lexicon is considered 
unsupervised classifier, which consists of the following 
rules for predictions:  

• Negation-Check: This rule aims to determine if 
the input text contained negation words, and 
check if one or two words are preceding the 
polarity term, then the polarity score for this term 
is inverted by multiplying its score by -1. Figure 6 
shows an example code of negation rule. 

• Increase-Sentiment-Check: This rule aims to 
check if increase- sentiment words preceding or 
following the polarity term, then increasing the 
polarity score for this term, by multiplying its 
score by 1.5. 

• Decrease-Sentiment-Check: Also, to check if 
decrease- sentiment words preceding or following 
the polarity term, then decreasing the polarity 
score for this term, by multiplying its score by 
0.5. 

• Modifiers-Check: This rule aims to check if 
modifier words are existing in input text as 
contrastive conjunction, then the polarity score of 
the term before the modifier word is multiplied by 
0.5 and the polarity score of term that follow the 
modifier word is multiplied by 1.5. Figure 7 
shows an example code of the Modifiers-Check 
rules. 

 
if (i > 0 and words [i - 1] == "مش") \ 
or (i > 1 and words [i - 2] == "مش") \ 
or (i > 2 and words[i - 3] == "مش" \ 
and words [i - 1] in [ "ولا"،"ولا  حتي"،"او"، "ولاحتي"] ): 
         valence = self.lexicon[item] * -1 

Figure 6. Code example of Negation-Check 
 
if 'بس' in words(): 
            bi = words.index('بس') 
            for sentiment in sentiments: 
                si = sentiments.index(sentiment) 
                if si < bi: 
                    sentiments.pop(si) 
                    sentiments.insert(si, sentiment * 0.5) 
               elif si > bi: 
                   sentiments.pop(si) 
                   sentiments.insert(si, sentiment * 1.5) 
        return sentiments 

Figure 7. Code example of Modifiers-Check 

Table 5 shows 7 examples of applying our grouping-terms 
technique and rules on the comments. For example, the 
class of the comment in the first row is determined as 
follows: Firstly, our sentiment lexicon check if the given 
comment has a polarity words, and return their original 
scores, in this case the function-based lexicon found one 
polarity word (shame= عیب) and return -1. Then, the 
negation-check rule was activated owing presence the 
negation word in this comment (not=مش). So, the negation 
rule inverted the polarity score for this word by 
multiplying its score by -1, and became +1 as shown in 
Table 5 (Row 1). The final score is +1, which means that 
the comment class in the first row is positive. Another 
example is determining the comment class in row number 
six as follows: After capturing two polarity words as 
(problem= مشكلھ) and (benefit=ربح) in the comment, the 
decrease-sentiment-check rule was activated owing 
presence the decrease word (less=اقل). So, the decrease-
sentiment rule dropped the polarity score of (benefit=ربح) 
by multiplying its score by 0.5, and became +0.5 as 
shown in Table 5 (Row 6). The final score is (-
1(problem=مشكلھ) + 0.5(benefit= ربح)) = -0.5, which means 
that the comment class in the six row is negative. 

E. Evaluation 
The performance of our sentiment lexicon is evaluated 

in term of accuracy. We first evaluate our sentiment 
lexicon by using the dataset, on which the proposed 
grouping-terms has been applied. Second, the sentiment 
lexicon is evaluated by using the dataset on which the 
Arabic ISRI stemmer has been applied. Noteworthy, the 
different number of classification classes (two and three) 
have been used in each phase. The lexicon is valuated in 
term of accuracy measurement. In our case, accuracy of a 
sentiment lexicon refers to the result of the overall 
measured values that are correctly classified by the 
sentiment lexicon. The main equation of the accuracy is as 
following: 

Accuracy = (TP + TN) / (TP + TN + FP + FN) 

Where TP (True Positive) and TN (True Negative) 
mean that the classifier correctly predicts the positive 
class and negative class respectively. Whereas FP (False 
Positive) and FN (False Negative) mean that the classifier 
incorrectly predicts the positive class and negative class 
respectively. 
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Table 5. Examples of applying the grouping-terms technique and rules 

# Comments Original Score Apply the Lexical-Classifier Final Score Class 

 وانت بمرحلة الدراسة مش عیب انك تشتغل   1
 مش عیب  عیب 

1 Positive 
-1 1 

 حضرتك مش فاھم ولا حتي عارف  2
 ولا حتى عارف  مش فھم  عارف  فھم 

-2 Negative 
1 1 1- 1- 

 حلقة الیوم سیئة جدا  3
 سیئ (جدا)  سیئ 

-3 Negative 
-2 -3 

 انتو ناس رائعین جدا  4
 رائع (جدا)  رائع 

3 Positive 
2 3 

 انا مع الھدنھ طویلة الامد لانھا اقل خسارة  5
 خسر  مع  خسر  مع 

0.5 Positive 
1 -1 1 -0.5 

6 
مشكلة الوظیفھ الحكومیھ بدھا شغل ووقت و ربح  

 اقل 
 ربح  مشكلة  ربح  مشكلة 

-0.5 Negative 
-1 1 -1 0.5 

 ظیفھا سیئ بشوف طاقات رائعھ بالتمثیل بس تو  7
 سیئ  رائع  سیئ  رائع 

-0.5 Negative 
2 -1 1 -1.5 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION 
Our experiments aim to compare the performance of a 

sentiment lexicon in terms of accuracy, one time using a 
stemming technique (ISRI) and the other time by using 
our proposed Grouping-Terms technique. 

Similar to [33], 900 comments are picked from our 
dataset (3870 comments), and manually annotated into 
350 positive comments, 350 negative comments and 200 
neutral comments. We evaluated the two sentiment 
lexicons (ISRI, Grouping-terms) by comparing it with our 
handmade annotated comments. 

A. Sentiment lexicon using Arabic ISRI Stemmer 
The ISRI stemmer technique was applied to the 

dataset, which is 900 comments. To achieve this 

experiment, several steps have been conducted which 
shown in Figure 8. 

Firstly, the preprocessing steps were applied to the 
dataset. Secondly, the polarity terms were extracted 
manually from the dataset, then a stemming (ISRI 
stemmer) technique is applied to them. After that, if the 
word stemming is correct, then the polarity term is added 
manually to the polarity lexicon, else the term is 
discarded. Posteriorly, the rules of the sentiment lexicon 
were applied on the dataset comments. Finally, the 
lexicon is evaluated using accuracy measurement. 
Examples of polarity terms added to the polarity lexicon 
or discarded using ISRI stemmer, are concluded in Table 
6. 

 

 

Figure 8. The main steps of experiment of ISRI stemmer 
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Table 6. Examples of terms added to the Polarity lexicon or discarded using ISRI stemmer 

Comments Polarity 
Terms 

Class Stemming Add to a Polarity 
Lexicon 

 discarded اعجب Negative ماعجبني بصراحھ ماعجبني طریقھ كلامك مع جمھورك
 discarded ھمش Negative بتفھمیش عفوا انتي بتفھمیش اشي في اسلوب النقاش 

 discarded اصدق  Negative ماصدقني رغم انو حكیتلو الحقیقة بس ماصدقني 
 Added to polarity lexicon حلو  Positive حلوة طریقتك كتیر حلوة في العرض, استمري 
 discarded مري  Positive استمري  طریقتك كتیر حلوة في العرض, استمري 

1) Experimental Results Using ISRI Stemmer 
In case of using a binary class (negative and positive), 

we obtained 200 comments that were incorrectly 
classified by the sentiment lexicon; 80 positive comments, 
and 120 negative comments. This means that 270 positive 
comments and 230 negative comments are correctly 
classified. The classification accuracy can be obtained 
using the following formula: 

Accuracy = (270 + 230) / (270 + 230 + 80 + 120) = 
71% 

While, in the case using the multi-classification 
classes (positive, negative, neutral), the results obtained 
from a comparison process have been filled in a confusion 
matrix table (Table 7). The correct classifications (true 
class = predicted class) are located on the shaded diagonal 
from top left to bottom right, while the other values are 
the false classifications, as shown in Table 7. So, 
Accuracy is the sum of the diagonal divided by the total. 
The classification accuracy is determined by the following 
formula: 

Accuracy = (230 + 270 + 107) / (230 + 270 + 107 + 
120 + 35 + 80 + 25 +13 +20) = 67% 

Table 7. The Results of sentiment lexicon with ISRI stemmer for 3 
classes 

 
True 

Negative 
True 

Positive 
True 

Neutral 
Predicted. Negative 230 120 35 
Predicted. Positive 80 270 25 
Predicted. Neutral 13 20 107 
 

B. Sentiment Lexicon Using Grouping-Terms 
In these experiments, the preprocessing steps 

including the proposed Grouping-Terms technique were 
applied to the same dataset used in subsection A. Then, 
the rules of the sentiment's lexicon are applied. Finally, 
the lexicon is evaluated using accuracy measurement.               

1) Results of Using the Grouping-Terms 

In the case of using a binary class, 100 comments 
were incorrectly classified by the sentiment lexicon; 40 
positive comments and 60 negative comments. This 
means that 310 positive comments and 290 negative 
comments are correctly classified. 

Accuracy = (310 + 290) / (310 + 290 + 60+ 40) = 85% 

While, in the case of using the multi-classification 
classes, the results obtained were located in Table 8. So, 
Accuracy is the sum of the diagonal divided by the total. 
The classification accuracy is determined by the following 
formula:  

Accuracy = (290 + 310 + 125) / (290 + 310 + 125 + 60 
+ 35 + 40 + 25 + 5+10) = 80.5% 

Table 8. The results sentiment lexicon with Grouping-Terms for 3 
Classes. 

 
True 

Negative 
True 

Positive 
True 

Neutral 
Predicted. Negative 290 60 35 
Predicted. Positive 40 310 25 
Predicted. Neutral 5 10 125 

 

C. Results Discussion 
We noticed that the sentiment lexicon achieved the 

highest performance in terms of accuracy when we 
applied the proposed Grouping-Terms on the dataset. The 
highest accuracy achieved is 85% when using a binary 
classification while coming next on 80.5% accuracy when 
using the multi-classification classes. These results come 
down to 71% and 67% respectively, when applied a 
stemming technique (Arabic ISRI), as shown in Figure 9. 
The main reason for these results is that the stemming 
technique is not configured to handle Arabic colloquial 
dialects like Palestinian dialect, similar to [28][29]. This 
means that many polarity terms written in Palestinian 
dialect do not have the correct root. In addition, many 
polarity terms were not added to a polarity lexicon 
because they did not give the appropriate meaning when 
stemming them, as annotated in Table 6. 
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Figure 9. The Results of sentiment lexicon using Grouping-Terms 
and Arabic ISRI 

5. CONCLUSION and Future Work 

In this paper we presented a lexicon-based approach in 
sentiment analysis for the Palestinian dialect. Novel rules 
based on sentiment lexicon were proposed to classify text 
in Palestinian dialect into Positive, Negative, and Neutral 
opinions. Also, we proposed grouping-terms technique 
which applied to the dataset as an alternative of stemming. 
The grouping-terms technique overcome the problem of 
writing different spellings that have one meaning for the 
same word Palestinian dialect.  Our sentiment lexicon has 
been evaluated in term of accuracy. We obtained an 
accuracy of 85% and 80.5% for two classes and three 
classes respectively when applying the grouping-terms 
technique on the dataset. Whereas these scores came 
down to 71% and 67% respectively when applying the 
stemming technique. This means that using the grouping-
terms technique made the sentiment analysis more 
accurate and achieved efficient and satisfied results.  

An extension to this work can be achieved by expanding 
our dictionary of grouping-terms and polarity lexicon in 
order to improve the accuracy of sentiment lexicon of text 
in Palestinian dialect. Where publishing of such polarity 
lexicon for public used is needed. Also adding other 
sentiment rules that might be discriminative such as 
emoticons and sarcasm can be performed. A hybrid 
approach that combines lexicon-based with ML 
techniques can be utilized. 
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