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Abstract: Predicting heart attacks, is crucial as it can save lives and reduce the personal and societal impact of cardiovascular diseases. 

Early detection allows for timely intervention, enabling individuals to make lifestyle changes and medical professionals to implement 

preventive measures. In this presented work, we propose a new model for detecting and classifying heart diseases by integrating 

mathematical equations related to B-spline curves with artificial intelligence methods represented by machine learning. Since this 

method was proposed to improve the quality of medical datasets and to treat random and outlier values, the proposed approach consists 

of two stages for processing medical data: In the first stage, machine learning algorithms were trained on the dataset using classical 

pre-processing methods with (logistic regression) and (decision tree) algorithms, and the second stage involves applying the proposed 

method of combining pre-processing techniques which include b-spline curves and the Random Forest algorithm on the same dataset. 

The proposed approach achieved excellent results through the Random Forest model, with results indicating a detection accuracy of 

99.19%. This proposed method of combined strategy provides valuable insights for early intervention. This marks a significant 

advancement in blending mathematical interpolation with machine learning, promising enhanced prediction accuracy and practical 

utility in healthcare analytics. 
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1. INTRODUCTION  

Curve interpolation is a widely used method in various 

fields to create mathematical curves or functions based on 

sampled data points [1]. These interpolation curves are 

valuable for visualizing data, estimating function values, 

and summarizing relationships between variables in 

engineering and science. The accuracy of the interpolation 

curve is crucial for generating new data points within the 

range of known data. Various interpolation techniques are 

available to address these needs, with polynomial 

interpolation being particularly notable, exemplified by 

Lagrange and Newton interpolation [2]. Additionally, 

Hermite, piecewise, and spline interpolation are among the 

commonly used techniques, with spline interpolation 

being the most effective [3]. The b-spline is a special 

mathematical equation that is piecewise-defined by a set 

of polynomial. In complex cases, such as curve with 

discontinuous points, cusp, or turning points in the 

sampled data, b-spline interpolation is often preferred over 

polynomial interpolation. Furthermore, spline 

interpolation avoids Runge's phenomenon, which occurs 

when high-degree of polynomials cause oscillations 

between points. In interpolation problems, a b-spline is 

defined by the ordering, a Knot vector [4], and a set of 

control points (CP) or integrated nodes. In the context of 

heart attack data analysis, which often exhibits complex 

and intricate patterns, B-spline curves, as piecewise-

defined polynomial functions, provide valuable 

techniques to further the representation of such datasets. 

Additionally, data-enhancing methods, and imbalanced 

data [5], [6] are employed to reveal hidden trends in the 

medical dataset. 

Globally, heart-diseases remain the leading cause of 

death, with heart attacks and strokes being the primary 

contributors to cardiovascular-related fatalities. According 

to the World Health Organization (WHO), these diseases 

claim about 17.9 million lives annually. It is crucial to 

identify strategies to reduce these figures. Utilizing 

machine learning (ML) algorithms, previous studies have 



 

demonstrated the effectiveness of these tools in classifying 

and detecting heart-failure [7], [8], [9], [10], and other 

general diseases [11]. The decision-support system that 

can utilized to rapidly and inexpensively identify heart 

disease from medical records can be created using 

Machine learning techniques [12]. This type of decision-

support system can help medical professionals identify the 

disease earlier [13]. Decision support systems can be 

integrated into mobile devices through the use of mobile 

health technologies. Mobile health technologies give 

patients access to real-time data collection and more 

effective medical care. It enhances patient monitoring 

without requiring a trip to the hospital [14]. In addition, 

the ML algorithms can accurately and efficiently predict 

such outcomes, helping medical professionals and patients 

identify early signs of heart diseases and take preventive 

measures. This study [15] emphasizes the need for early 

detection and intervention to mitigate the harmful effects 

of heart disease. Machine learning algorithms, known for 

their ability to analyze vast datasets and identify intricate 

patterns, offer a promising approach for predicting the 

onset of these diseases[16]. By applying these algorithms, 

medical professionals and individuals can gain insights 

into early signs of heart-related issues, enabling timely and 

proactive measures to reduce the impact of these life-

threatening conditions.  

This research integrates B-spline curve interpolation 

with machine learning algorithms to develop robust 

strategies for analyzing and predicting heart disease 

patterns. The ultimate goal is to empower healthcare 

professionals and individuals with the knowledge needed 

to take pre-emptive actions, thereby reducing the global 

burden of heart-related fatalities. The primary 

contributions of this paper encompass: 

- Utilizing B-spline curve interpolation to identify the 

noise and outlier in the heart attack dataset. 

- Assess the accuracy of B-spline curve interpolation in 

capturing intricate patterns in heart attack data. 

- Develop robust strategies integrating B-spline 

interpolation and ML for early detection and 

prevention of heart-related issues, empowering 

healthcare professionals and individuals. 

- Evaluate the effectiveness of combining machine 

learning with b-spline interpolation for predicting 

heart disease patterns. 

 

The paper remaining sections are arranged as follows: A 

brief theoretical background of the b-spine curves and an 

introduction of the proposed ML algorithms that are used 

in this research. The list of commonly related works that 

concern the case study can be found in Sec2.  A description 

of the used dataset can be found in Sec.3. The proposed 

methodology of ML and spline curves to enhance heart 

attack prediction can be seen in Sec.4. Results and 

discussions are included in Sec.5. Finally, Sec. 6 contains 

a conclusion and future directions. 

A. B-Spline curve (definition and applications) 

The distinct advantages of B-spline methods have 

made them very common in computer aid systems for 

geometry and related fields [17]. Other techniques for 

depicting curves and surfaces have been introduced 

recently [18, 19]. The more versatile Bezier Curve (BC) 

known as the B-Spline eliminates BC's main drawbacks, 

that is number of control points determines the degree of 

BC [20]. They are easily represented by polynomials in 

pieces. This makes it possible to represent a B-spline curve 

as an ordered set of number curves. Moreover, the curves 

can be improved by linear operations on control points 

(CP) as shown in Figure 1 [21].  

 
Figure 1: b-spline curve as a combination of different CP [21] 

 

B. Types of ML algorithms that are utilized in heart-

disease prediction  

The analysis of medical datasets especially for 

diagnostic purposes, increasingly relies on machine-

learning techniques. Modern hospitals utilize various data 

systems and monitoring equipment to compile extensive 

datasets, making it easier to capture and manage data in 

the digital age. This kind of data is now readily accessible 

and connected within the particular system, enabling the 



 

application of ML techniques for comprehensive 

healthcare analysis and improving the results of early 

prediction [22]. The ML technology can be applied to the 

analysis of medical data and is commonly used in specific 

diagnostic tasks, by entering patient records into a 

computer program with known and obtaining accurate 

diagnoses. This process creates a derived classifier that 

works as a decision support, which aids doctors in 

diagnosing new patients more quickly, accurately, and 

reliably. Additionally, this system is an invaluable 

resource for training non-specialists to diagnose patients 

with specific medical conditions [23]. 

ML techniques have become widely used artificial 

intelligence tools in every major field of application. 

Especially in the medical field and disease diagnosis, this 

research paper suggests improving early diagnosis of heart 

disease by using ML algorithms. 

 

1) Decision Trees (DT) algorithm 

The DT is an ML model utilized to make 

decisions based on dividing data into branches based on 

certain criteria [24]. This model is similar to a tree 

structure where the main node (the root) starts by 

dividing the data into sub-branches based on a certain 

condition (such as the value of a certain variable). This 

process continues until arriving at the leaves, which are 

the final nodes that represent final decisions or 

predictions [25]. 

 

The advantages of a DT algorithm include ease of 

understanding and visualization, as the model can be 

drawn in the form of a tree that people can easily 

understand. Decision trees can handle both categorical 

and numerical data [26]. However, one of the major 

drawbacks of decision trees is that they may be 

susceptible to overfitting, meaning they may be very 

accurate on training data but ineffective on new data. 

They can also be unstable, as a small change in the data 

can lead to large changes in the tree structure. Some 

examples of utilizing the DT algorithm in medical 

applications: 

Diagnosing diseases: A decision tree can be used to 

analyze a patient's symptoms and medical history to 

diagnose diseases [27] such as diabetes [28], heart 

disease [29], or cancer [30]. The model can identify 

patterns in medical data that indicate a patient is likely 

to have a particular disease. 

Determining a treatment plan: A decision tree can be 

used to determine the best treatment plan for a patient 

based on their characteristics such as age, gender, and 

medical history [31, 32]. The model can help doctors 

choose the most appropriate treatment for each patient.  

 

2) Random Forest (RF) algorithm 

The RF is an ML model based on the idea of using 

multiple DTs to make more accurate and stable 

predictions. Several DTs are trained independently 

using random samples of data, and then the results of 

these trees are combined to get the final result. This 

approach reduces the risk of over-analysis and increases 

model stability [33]. An RF is more accurate and stable 

than a single DT [34] because it takes advantage of the 

average of the predictions of many trees, reducing 

variance and skewness in the model. However, this 

technique is more complex and slower than a single 

decision tree and can be difficult to interpret when using 

a large number of trees [35]. Here are the examples of 

the RF applications in the medical field: 

Cancer detection: Random forest can be used to analyze 

X-ray or MRI images [36] to detect cancerous tumors. 

The model can identify unusual patterns in images that 

indicate the presence of cancer [37]. 

Predicting surgical outcomes: RF can be used to predict 

surgical outcomes based on patients' previous medical 

data. The model can help determine the likelihood of the 

operation being successful or complications arising 

[38]. 

 

3) Logistic regrission (LR) algorithm  

LR is a statistical model used to estimate the probability 

of a binary event (such as yes/no) occurring. This model 

is based on using a logistic function to convert a set of 

linear inputs into probabilities. These probabilities are 

estimated based on a set of independent variables, and 

the model can be used to classify the data into two 

different categories [39]. The advantages of LR include 

its simplicity and ease of interpretation. The model can 

determine the strength of each independent variable in 

the model, allowing a better understanding of the 

relationships between variables [40]. However, logistic 

regression is not suitable for non-binary classification 

and requires that the relationships between variables be 

linear. Some examples and applications in the medical 

field: 

 

Heart attack prediction: LR can be used to estimate the 

likelihood of a heart attack [41] based on risk factors 

such as blood pressure, cholesterol level, and age. The 

model can help doctors identify patients who need 

urgent medical intervention. 

Diagnosing infections: LR can be used to analyze the 

results of medical tests to diagnose infections [42] such 

as a urinary tract infection or pneumonia. The model 

can determine probabilities based on test results and 

symptoms. 

2. RELATED WORKS 

The list of related works has been presented in this section, 

which includes previous studies about utilizing ML 

algorithms to detect heart attacks by highlighting the 

obtained results.  



 

- In this paper [7], an ML algorithm Support Vector 

Machine (SVM) was used to predict heart disease 

using several risk factors and make predictions about 

heart attacks, which is a challenging task that requires 

accuracy and efficiency by achieving classification 

accuracy at 85%. 

- The paper [15] discusses various machine learning 

algorithms for heart attack prediction, including DT, 

Logistic Regression (LR), SVM, Naive Bayes (NB), 

Random Forest (RF), K-Nearest Neighbor (KNN), 

and XG Boost Classifier. SVM best results at 90% of 

the model accuracy.  

- The author in [43] contributes several models for the 

detection of heart disease based on machine learning 

algorithms such as RF, SVM, KNN, and DT. The best 

results at RF reached an accuracy of 94.958%. 

- In [44], the authors propose a machine learning-based 

model for predicting the possibility of a heart attack, 

with the KNN algorithm achieving an accuracy of 

90.16% and recall of 87.09%. 

- This paper [45], the authors discuss the use of 

machine learning classifiers, including Logistic 

Regression, to predict heart attacks with an accuracy 

of 82.4% and precision of 84.3%. 

- In this article [46], three machine learning algorithms 

are implemented, DT, RF, and SVM for heart disease 

prediction. The best classification accuracy was 

achieved using SVM at 82.01% and DT at 78.98%. 

- In this study [47], the authors use RF as the most 

compatible contender for the prediction model and 

give the highest performance measure among KNN 

and DT, and the best- accuracy in the RF model is 

96.71%. 

- The authors in [48], discuss the use of machine 

learning algorithms, such as KNN, DT, SVM, LR, 

Naive Bayes (NB), and RF, for analyzing heart 

disease using patient data. The best detection 

accuracy achieved in the LR model of 82%. 

- The researchers in [49] propose several models based 

on ML algorithms, which include (NB, RF, DT, and 

KNN) to predict heart disease by utilizing a heart-

disease dataset. The best prediction accuracy was 

achieved in the KNN classifier at 90.78. 

- In [23], the authors also used the heart disease dataset 

and proposed several solutions for heart attack 

prediction analysis based on ML algorithms, the best 

classification results were achieved utilizing the KNN 

model at a classification accuracy of 94.1%. 

- The researchers [50] proposed a hybrid method 

utilizing ML algorithms, RF with a linear model in 

order to optimize heart disease prediction. The 

accuracy level was achieved in this experiment at 

88.7%. 

- The author demonstrates in this review [51] paper to 

show the latest trends of ML techniques and methods 

that utilized recently in the task of heart disease 

prediction. 

- In this paper [52], the authors proposed a heart failure 

system based on machine learning algorithms and 

feature selection methods utilizing the UCI dataset. 

The best-achieved classification results in SVM and 

DT, and the accuracy at 92.3% and 93.19 

respectively.  

- In [53], the authors combine recent works in a 

systematic review, that employs methodology to 

identify the difficulties arising from unbalanced data 

in heart disease classification and prediction. 

- Authors in [54], their suggested method predicted the 

presence of heart disease using an RF. Relevant 

attributes were chosen through feature selection using 

the chi-square method. Compared to the decision tree, 

the authors' approach yielded higher accuracy. 

- In [55], this study refers to developing a neural 

network-optimized genetic algorithm system to 

predict heart disease. It performed more accurately 

than the traditional neural network. 

- In [56], authors have created a group of prediction 

models for diagnosing heart diseases. The ensemble 

model was built using gradient boosting, random 

forest, and extreme gradient boosting classifiers. 

3. HEART ATTACK DATASET DESCRIPTION 

The heart attack dataset published by IEEE data port in 
[57], was used in this analysis and contains various 
attributes such as age, cholesterol levels, blood pressure, 
and other health indicators. Contains 313 samples and 13 
attributes classified as (0,1) normal and heart attack 



 

patients. Table 1 shows the heart attack dataset attributes 
and their description. 

TABLE 1. HEART ATTACK DATASET 

Features/attribute  Full-text description and data values 

Age The age of the patient in years 

Sex Sex of patient (1, 0) as (M/F) 

CP Ch-pain valued at (0,1,2,3) for t-angina, at-
angina, non-anginal pains, and 
asymptomatic: respectively  

trtbps Bloud-pressure  

chol Cholesterol 

fbs Sugar of fasting blood > 120 mg/dl (0= 
false, 1=true) 

restecg Resting electrocardiographic result 
(0=normal ,1=abnormal ,2= hypertrophy) 

thalachh Maximum heart rate  

exng do Exercise (yes=1, no=0) 

oldpeak Exercise related to rest  

slp The slop of peek (0,1,2) as up-slop, flat, 
down-slop 

CAA Number of major vessels (0-3) 

Thal Thala-ssemia (1,2,3)  

output Target values (1= heat disease,0= normal) 

 

4. PROPOSED METHOD 

The proposed methodology of applying B-spline 
interpolation curves is to enhance the heart attack dataset 
by determining the outliers and noise in the data samples. 
This technique improves the proposed machine learning 
model to classify and detect results accurately. The 
proposed system includes three major phases: the pre-
processing is the first phase which includes data integration 
and gathering, applying a b-spline curve to the attributes to 
find the relation between features. Furthermore, 
implementing a b-spline curve to highlight the outliers in 
the samples by drawing the curve between two attributes 
and for all datasets, this technique is effective for better 
smoothing the original dataset. The second phase includes 
preparing the smoothed dataset by splitting it into training, 
validation, and testing sets in order to build the proposed 
model utilizing decision trees, random forest, and logistic 
regression which are the common ML algorithms that are 
used to detect heart attack disease. The final phase involves 
evaluating the proposed model according to the 
classification metrics including accuracy, Mean Square 
Error (MSE), precision, and recall by computing the 
confusion matrix on the testing set, Moreover, comparing 
the proposed method with previous related works. The 
following subsection contains details about each phase. 
Figure 2 illustrates the proposed method block diagram.  

 

 

Figure 2 The block diagram of the proposed method 

The proposed pre-processing steps include data 
integration, b-spline algorithm implementation in Python, 
and data normalization techniques. In these steps, the data 
will be ready for splitting into two sets (training and testing) 
in order to start training the proposed ML models. 

 

A. Implementing B-spline Curve Interpolation: 

The equations define the curve fitting the points in 

general where denoted in [58], [59]. For a given sequence 

of knots, a unique spline is given by: 

𝑝(𝑡) = ∑ 𝑁𝑖, 𝑘(𝑡) 𝑃𝑖 ,

𝑛

𝑖=0

 
(1) 

starting with the b-spline of degree (p=0), which is means, 

utilizes a constant polynomials. 

𝐵𝑗,1(𝑡) =  {
 1      𝑖𝑓      𝑡𝑖 ∈ [  𝑢 𝑗  ,   𝑢𝑗+1

0                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒        
          

(2) 

 

The highest degree at (P+1) b-splines are defined by 

recursion.  

𝐵𝑖,𝑚+1(𝑡)

=  
𝑡 −   𝑢𝑗

𝑢 𝑗+𝑚 −  𝑢𝑗

 𝐵𝑗,𝑚(𝑡)

+
𝑢 𝑗+𝑚+1 −   𝑡

𝑢 𝑗+𝑚+1  −   𝑢 𝑗+1

 𝐵𝑗+1,   𝑚(𝑡) 

(3) 

The implementation in Python 3.7 shows good results at t 

= 3 and control points at (2-4), first, we tested the curve 

implementation on randomly generated points at (5, 12) 



 

points as shown in figure 3: where (a, b) illustrate the curve 

at random points (5, 12 points) respectively.  

 
(a) 

 
(b) 

Figure 3 (a), shows the b-spline curve in random data generated 5 
points, (b) the B-spline curve in random data generated 12 points. 

After designing the function of the proposed curve in 

Python, the curve was fitted into the most valued attributes 

in the heart attack dataset in order to enhance the data by 

identifying the outlier values. There are three common 

techniques after detecting the outliers in the dataset: the 

first technique is to compute the mean of the attribute 

column values and replace the outlier. The second 

technique is to replace the outlier values with (0). The third 

technique is simply to remove the entire rows of outliers. 

In the age attribute, we cannot set it as 0, hence, we use the 

mean instead. The noise in other attributes that contain 

binary values like (0,1) also cannot utilize the mean or set 

it as 0 because of its effects on the model performance. So, 

it must be removed.  

B. Data normalization: 

This technique is used to reduce the variation in the 

dataset by converting the data points into form between (0 

– 1). The standardization method was used for 

normalization, employing an effective technique that 

utilizes both the mean and standard deviation. 

C. The Proposed Heart Attack Detection Models 

The proposed method integrates B-spline data 
smoothing with three powerful machine learning 
algorithms: Decision Tree, Random Forest, and Logistic 
Regression, each trained independently. The smoothed data 
enhances the input for these machine-learning models. 
Decision Trees offer transparency, Random Forest reduces 
overfitting, and Logistic Regression provides probabilistic 
insights. This combination aims to optimize the analysis of 
heart disease attributes, enabling early detection and 
actionable insights for healthcare professionals and 
individuals. The dataset was split into three sets 80% for 
training and 10% for validation sets to ensure the 
robustness of the proposed models. The training set is 
utilized to train the proposed models. Subsequently, the 
validation set helps fine-tune the model parameters, 
optimizing its performance. Finally, the model is tested on 
a separate 10% testing set to evaluate its predictive 
accuracy and generalization capabilities. 

D. Evaluation of the Proposed Models 

Evaluating model performance is a critical aspect of the 

proposed methodology. After building and training the 

model by integrating B-spline data smoothing with 

machine learning algorithms like Decision Tree, Random 

Forest, and Logistic Regression, a rigorous assessment is 

conducted. The classification metrics [60] such as 

precision (P), recall (R), accuracy (acc), MSE, and F1 

score are utilized to quantify the classification models 

accuracy and effectiveness in predicting heart disease 

patterns. The formulas for these classification metrics are 

as follows: 

𝑎𝑐𝑐. =
tp + tn

tp + tn + fn + fp
 

(4) 

𝑃 =
tp

tp + fp
 

(5) 

𝑅 =
tp

tp + fn
 

(6) 

𝐸. 𝑟𝑎𝑡𝑒 =
fn + fp

tp + tn + fn + fp
 

(7) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2(P. R)

P + R
 

(8) 

 

The model is tested on a separate dataset to ensure its 

ability to generalize beyond the training data. This 

thorough evaluation aims to provide insights into the 

model's reliability and suitability for early detection of 

heart-related issues. Comparisons with related works in 

the field serve as valuable benchmarks, highlighting the 

novel contributions and advancements of the proposed 

approach. 



 

5. RESULTS AND DISCUSSION 

B-spline curves can provide a clearer representation of 

how specific attributes evolve across the dataset. At the 

pre-processing phase, Figure 4 shows the visualizing of 

age against chol heart attack risk may reveal non-linear 

patterns that are not immediately evident in the original 

data. 

 
Figure 4. Shows the proposed curve of age and chol attributes 

The B-spline can be more affected in the values of the 

attributes such as (age, chol, and blood pressure) in order 

to smooth heart attack data points and start to build the 

machine learning model. This improvement in medical 

data lies in the small size and also a small number of 

attributes. Practically, at the control point = 5: figure 5 (a), 

(b) can easily indicate the noise in this dataset at the blue 

point that lies over the range of the original data. 

 
(a) 

 
(b) 

Figure 5:(a) on the left side shows the noise detection using a cubic B-

spline curve at degree 3, while Figure 5:(b) on the right side shows how 
the cubic spline can easily indicate outliers in the heart attack dataset 

 

At CP = 3, figure 6 illustrates the curve of the attribute (age, 
chol) as (X, Y) which shows another indicator before 
handling with outliers’ points. Figure 7 shows the curve 
after handling noise and outliers. 

 

Figure 6. The b-spline curve proposed an indicator before processing the 
noise and outlier at CP=3. 

 

Figure 7. The b-spline curve proposed indicator after processing the 
noise and outlier at CP=3. 



 

In order to achieve the best fitting point in the proposed 

curve, we tested on other CPs such as (2, 4) for further 

improvement, and the results are shown in Figure 8 (a, b). 

 

(a) 

 

(b) 

Figure 8. (a) cubic b-spline curve at CP = 2 in, while (b) cubic b-spline 
curve at CP=4 both curves after handling with noise and outlier. 

The curve at CP= 2 shows the best results of fitting 

points after handling noise and outliers. The obtained 

results from this experiment of the proposed hybrid 

technique (combining B-spline curve as data-smoothing 

and ML algorithms) in the medical dataset, opened the 

door to investigate other fields such as big data. It aroused 

curiosity about the effect of this curve with big data and 

whether it can benefit from handling and detecting noise 

and outliers. For this reason, we took a sample of large data 

related to a group of attacks on a specific network. This 

data is characterized by its large size, amounting to more 

than 3 million records. After performing the same previous 

experiment, we found that the curve was too complex to 

be a good indicator for detecting outliers and noise when 

the dataset is very large. Figure 9 shows the implanting b-

spline curve on the big dataset. 

 
Figure 9. Cubic B-spline curve at CP = 5 in the large distrusted dataset 

The suggested machine learning model's results 

demonstrate how well it can predict patterns of heart 

disease. The model exhibits high sensitivity for early 

detection and high precision in identifying positive cases. 

Its accuracy is further supported by its ability to predict 

continuous variables with minimal error. Overall, the 

findings highlight the promising potential of the integrated 

approach and provide valuable insights for taking 

preventative action against heart-related issues. Table 2 

illustrates the classification metrics of the proposed model, 

evaluated on a testing set comprising 125 data points also 

figure 10 shows the comparison of these metrics for both 

phases. 

TABLE 2. THE CLASSIFICATION METRICS OF THE PROPOSED 

MODELS 

ML 

model 

Accuracy Precision 

(P) 

Recall 

(R) 

F1 

score 

Error 

rate 

LR-model 0.7258 0.75 0.8182 0.7826 0.2742 

DT- model 0.7581 0.8333 0.7692 0.80 0.2419 

RF- 

model & 

b-spline 

curve 

0.9919 0.9844 1.0 0.9921 0.0081 



 

 

Figure 10. The comparison of prediction results for both proposed 

phases 

The Random Forest model utilized in this study stands 

out for seamlessly integrating the proposed combination 

of B-spline curve interpolation and machine learning (ML) 

techniques. This innovative approach harnesses the power 

of B-spline curves, specifically tailored to handle the 

complex and intricate patterns within the heart attack 

dataset. In contrast, other models such as Logistic 

Regression and Decision Tree were trained directly on the 

heart attack dataset without incorporating B-spline 

interpolation. By leveraging the combined strength of B-

spline techniques and ML algorithms, the Random Forest 

model aims to enhance the accuracy and interpretability of 

predictions, presenting a unique strategy to address the 

challenges posed by heart disease data analysis. Table 4 

illustrates the comparison results with previous related 

works. 

TABLE 3. THE COMPARISON RESULTS OF THIS WORK AND 

PREVIOUS RELATED WORKS 

Authors ML Models 
Best obtained 

Accuracy % 

In [7] SVM 85 

In [15] 
DT, LR, SVM, NB, RF, 

KNN, XG Boost 
SVM (90) 

In [43] RF, SVM, KNN, DT RF (94.96) 

In [44] KNN 90.16 

In [45] LR 82.4 

In [46] SVM, DT SVM (82.71) 

In [47] RF, DT, KNN RF (96.71) 

In [48] LR, SVM, RF, NB, KNN LR (82) 

In [49] KNN, RF, DT, NB KNN 90.78 

In [23] KNN and others ML models KNN 94.1 

In [50] 
Hybrid RF with a linear 

model 
88.7 

In [52] 
Feature selection method 

with DT, SVM 
DT 93.19 

This work  RF (based on B-spline) 99.19 

6. CONCLUSION AND FUTURE WORKS 

This research presents a promising method for 

predicting heart disease patterns by combining B-spline 

curve interpolation with machine learning, demonstrated 

using the algorithm of the Random Forest to create a 

robust model. The obtained classification results achieved 

a detecting accuracy of 99.19%, this combined strategy 

outperforms existing models, and the other detection 

methods of heart diseases were presented in comparison 

between the proposed method and related works. The 

integration of B-spline interpolation enhances precision, 

capturing intricate patterns in the heart attack dataset. The 

results not only underscore the model's superiority but also 

highlight its potential for early detection and intervention 

in heart attacks.  

This combination strategy opens doors for researchers 

to use mathematical curves in terms of text data 

enhancement, which is a good indicator for outliers and 

noise data specifically in medical diagnosis and computer-

aided diagnosis systems which are shown in the presented 

results of this research. 

The future research, directions include exploring 

diverse interpolation techniques, scalability to different 

medical datasets, and optimizing model parameters for 

enhanced predictive accuracy. 

Another important idea for future direction is that, using 

b-spline curves to transform the text datasets into images. 

By transforming each row in the dataset to an image that 

contains the CP as attributes which are drawing the curve. 

This technique may be used to train the model based on a 

convolutional neural network with transformed images 

instead of text data samples, this proposed method for 

future work could be resistant to adversarial attacks, as we 

know that such attacks can poison the model during the 

training or the testing processes. 

Accur

acy

Precisi

on (P)

Recall

(R)

F1

score

Error

rate

LR-model 0.7258 0.75 0.8182 0.7826 0.2742

DT- model 0.7581 0.8333 0.7692 0.8 0.2419

RF- model 0.9919 0.9844 1 0.9921 0.0081
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