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Abstract: Facial expression is one of the measurement metrics in teacher assessment because facial expression is a non-verbal aspect 
of communication, and communication is an important aspect of teaching. However, teacher assessment has never used a mobile 
application with facial expression recognition. Our research aims to develop a mobile facial expression recognition application for 
teacher assessment measurements with optimum inference time. The first step of our research was to obtain the Jonathan Oheix face 
expression recognition dataset from Kaggle, which has seven labels: ‘angry,’ ‘disgust,’ ‘fear,’ ‘happy,’ ‘neutral,’ ‘sad,’ and 
‘surprise.’ This dataset is used with the ResNet-50 model for facial expression recognition. We have two comparison models, which 
are shallow learning methods, namely k-Nearest Neighbor (KNN) and Support Vector Machine (SVM); then, two other comparison 
models are pre-trained deep learning methods: MobileNetv2 and SE-ResNet-50. The metrics we compare are accuracy, inference 
time, and frame rate. The test results show that fear has the best recall value and neutral has the worst. Then, disgust has the best 
precision value, while fear has the worst. Happy is the label with the best F1-score with a value of 0.56. Compared with the SVM, 
KNN, SE-ResNet-50, and MobileNetV2 methods, ResNet-50 is the model with the best accuracy, 0.5314. ResNet-50 has a worse 
inference time and frame rate than MobileNetV2. However, the ResNet-50 frame rate of 946 fps is still above the frame rate 
considered good, namely 15 fps. Our research is the first facial expression recognition in teacher assessment that uses the ResNet-50 
model on the Jonathan Oheix dataset and has a mobile application. 
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1. INTRODUCTION 
Teacher assessment is a necessary professional 

requirement in education in many countries [1]. There are 
several ways to measure metrics in teacher assessment, 
including learning intentions, asking questions, feedback, 
peer and self-assessment, and in-class assessment [2]. 
Apart from that, facial expression is also one of the 
measurement metrics in teacher assessment [3]. This 
metric is because facial expressions are one of the non-
verbal aspects of communication, and communication is 
an important aspect of teaching [4]. Previous research 
used six basic expressions plus neutral expressions in 
assessing teachers using facial expressions. These 
expressions are disgust, surprise, joy, anger, fear, and 
sadness. 

In computer vision, facial expression recognition is a 
sub-interest that uses machine learning and deep learning 

techniques to recognize facial expressions from images or 
videos [5]. Several studies have carried out facial 
expression recognition with shallow learning. Yadav et al. 
[6] used the Viola-Johns method with Support Vector 
Machine (SVM) and k-Nearest Neighbors (KNN) on four 
different databases. The results show that KNN is a 
superior method with the best accuracy of 0.96. Other 
studies have tried to use deep learning methods from pre-
trained models. Li et al. [7] brought ResNet-50 for facial 
expression recognition and implemented it on their self-
made dataset. The best accuracy in that research is 0.95. 
Hu et al. [8] used MobileNetv2 for facial expression 
recognition from three datasets. The best accuracy of the 
study was 0.89. Ngo et al. [9] used SE-ResNet-50, an 
extension of ResNet-50 for facial expression recognition 
on the AffectNet dataset, where the best accuracy was 
0.61. 
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Furthermore, Dahri et al. [10] said that using real-time 
mobile apps in teacher assessment can improve learning 
outcomes. On the other hand, Bouhali et al. [11] 
mentioned that inference time is important for a machine 
learning model applied in an application, especially if the 
application runs in real-time. For example, Niu et al. [11] 
stated that the ResNet-50 implementation they developed 
on a mobile app had an inference time of 26 ms. 
Searching and comparing the optimum inference time 
from several machine learning models for facial 
expression recognition in teacher assessment is a research 
opportunity. 

Our research aims to develop a mobile facial 
expression recognition application for teacher assessment 
measurements with optimum inference time. The first step 
of our research was to obtain the Jonathan Oheix face 
expression recognition dataset from Kaggle. We then 
developed a ResNet-50 model for facial expression 
recognition. We have two comparison models, which are 
shallow learning methods, namely KNN and SVM, and 
then two other comparison models are pre-trained deep 
learning methods: MobileNetv2 and SE-ResNet-50. The 
metrics we compare are accuracy, inference time, and 
frame rate. 

To the best of our knowledge, no research has 
developed mobile apps for facial expression recognition in 
teacher assessment. The following is a list of our research 
contributions: 

1) A facial expression recognition using transfer 
learning on the Jonathan Oheix dataset. 

2) An optimal facial expression recognition for teacher 
assessment using the transfer learning model, 
ResNet-50. 

3) A mobile application for facial expression 
recognition in teacher assessment, where the mobile 
application has optimum inference time and frame 
rate. 

The remainder of this research is organized as follows: 
Section 2 discusses the latest research directly related to 
our research. Section 3 discusses the research 
methodology and theories related to our development. 
Section 4 displays our test results. This section closes with 
a discussion that compares our test results with existing 
research and emphasizes the contribution of our research. 
Finally, Section 5 presents the conclusions of our study. 

 

2. RELATED WORKS 
In this section, we discuss several related papers and 

provide several constraints in these related papers. The 
first constraint is that the papers we discuss are the latest 
papers published in the last five years. Then, the scope of 
several papers we discussed is regarding teacher 
assessment and its relationship to facial expressions. The 

second scope of our discussion concerns facial expression 
recognition methods and the datasets involved in each 
study. The third scope concerns the involvement of real-
time mobile applications in facial expression recognition. 
The final scope is the use of transfer learning in facial 
expression recognition. 

Several studies have discussed facial expressions in 
teacher assessment measurements. In the survey paper by 
Utami et al. [4], they expressed the importance of 
recognizing a teacher’s facial expressions during 
assessment because the expression is one of the non-
verbal aspects of communication, which is an important 
aspect of teaching. This research only surveys facial 
expression recognition methods and has no 
implementation. 

Furthermore, other studies have tried to use the 
transfer learning method. Savchenko et al. [13] conducted 
facial expression recognition to measure enthusiasm in an 
e-learning system. They compared two transfer learning 
methods in this research, MobileNet and EfficientNet, 
where the dataset used was AffectNet. Li et al. [7] 
brought ResNet-50 for facial expression recognition and 
implemented it on their dataset. This research obtained the 
best accuracy, namely 0.95. 

Several studies have developed real-time facial 
expression recognition. Lee et al. [14] created real-time 
facial expression recognition with a novel method called 
EmotionNet Nano. This research uses the CK+ dataset, 
where the frame rate of this method is 25 FPS at 15 watts 
of power. Yang et al. [15] created an edge device from a 
Raspberry Pi that can recognize facial expressions. Their 
novel model uses a new deep learning method that utilizes 
a facial action unit (AU) to detect atomic muscle 
movements. Their best run time is 66 seconds. 

Apart from AffectNet and CK+, the Jonathan Oheix 
dataset from Kaggle is also a dataset for facial expression 
recognition, which has been used in several studies. 
Priyanka et al. [16] created facial expression recognition 
to organize music playlists automatically. This research 
uses the Jonathan Oheix dataset and the CNN method. 
Weladi et al. [17] also used CNN on the same dataset. 
This research can detect happy, neutral, and sad faces. 
There is a three-fold research opportunity: 

1) There has never been any research that has done facial 
expression recognition for teacher assessment using 
ResNet-50. 

2) There has never been research on real-time facial 
expression recognition using ResNet-50 with mobile 
application implementation. 

3) There has never been research on facial expression 
recognition using the Jonathan Oheix dataset and 
real-time mobile application implementation. 
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TABLE I. compares all the research discussed in this 
chapter and highlights our contribution. 

TABLE I.  RELATED WORKS ON FACIAL EXPRESSION RECOGNITION 
FOR TEACHER ASSESSMENT WITH MOBILE APPLICATION. 
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Utami et al. [4] ✓ ✘ ✘ ✘ ✘ 
Savchenko et al. [13] ✓ ✓ ✘ ✘ ✘ 
Li et al. [7] ✘ ✓ ✓ ✘ ✘ 
Lee et al. [14] ✘ ✓ ✘ ✓ ✘ 
Yang et al. [15] ✘ ✓ ✘ ✓ ✘ 
Priyanka et al. [16] ✘ ✓ ✘ ✘ ✓ 
Weladi et al. [17] ✘ ✓ ✘ ✘ ✓ 
Proposed Method ✓ ✓ ✓ ✓ ✓ 

 

3. METHOD 
We provide a way to accomplish our study goals. 

Getting the Jonathan Oheix face expression recognition 
dataset from Kaggle was the initial step in our 
investigation. Next, we created a face expression 
recognition model called ResNet-50. Two of our 
comparison models, KNN and SVM, are shallow learning 
techniques. The other two, MobileNetv2 and SE-ResNet-
50, are pre-trained deep learning techniques. We compare 
three metrics: frame rate, inference time, and correctness. 
A block diagram of our study method’s system flow is 
shown in Figure 1. . 

 
Figure 1.  The workflow of our proposed research. 

A. Facial Expression Dataset and Pre-Processing 
We obtained Jonathan Oheix’s facial expression 

dataset from Kaggle [18]. The data was uploaded in 2019, 
and the facial expression image was 48×48 pixels in size 
and grayscale in color [19]. There are seven subfolders in 
two folders in the dataset, where each subfolder represents 
six basic expressions plus one neutral expression: Happy, 
sad, angry, surprised, fearful, and disgust, while two 
folders represent the train and validation data [20]. There 
are 35,887 images in the dataset, of which 28,821 are 
training data, and 7,066 are validation data. The angry 
label has 3,993 images; disgust has 436 images; fear has 
4,103 images; happy has 7,164 images; neutral has 4,982 

images; sad has 4,938 images; and surprise has 3,205 
images. Figure 2.  is an example of an image in our 
dataset, an expression with a neutral label. 

 
Figure 2.  Example image in the facial expression dataset courtesy of 

Jonathan Oheix from Kaggle. The image shows a neutral 
expression. 

We use several pre-processing stages before entering 
the facial expression recognition stage. Data augmentation 
in computer vision is a step to increase the quantity and 
quality of images in a dataset so that machine learning 
methods have better performance and are more 
generalizable [21]. We use advanced blur, which makes 
the image blurrier, thereby increasing the generalizability 
of the prediction model. The rotation process allows the 
model to predict objects from different points of view. 
Random brightness contrast is a data augmentation 
method that changes the brightness and contrast of the 
image, increasing the variation in the image. Finally, 
horizontal flip-type data augmentation allows the model 
to make predictions without considering the orientation of 
the image [22]. 

We use other pre-processing methods, such as using 
an image loader, dividing the dataset for training, and 
randomizing the data. The image loader can speed up the 
training process [23]. We divide the dataset for validation 
and testing, where the test dataset ensures the robustness 
of our model. Randomizing the data before training can 
help the training process achieve convergence, both in 
convex and non-convex cases [24]. 

B. Facial Expression Recognition with ResNet-50 
Facial expression recognition is a machine learning 

method that recognizes people’s expressions from images 
or videos and classifies them into expressions [25]. 
Several studies use the six basic expressions coined by 
Paul Ekman and Wallace Friesan to classify expressions: 
happy, sad, angry, disgust, fear, and surprise [26]. Apart 
from teacher assessment, other implementations of facial 
expression recognition include video games, suspicious 
people detection, hospital patient pain measurement, and 
online meetings [27]. 

We propose facial expression recognition with 
ResNet-50 as a transfer learning method. ResNet-50 has 
obtained weights from training on a general image dataset 
with many images [28]. Transfer learning is a method of 
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re-training a model trained on a large dataset to a new one 
with a distinct case study [29]. The specificity of ResNet-
50 is that this model has a skip connection, which allows 
it to skip a layer to the next layer. Furthermore, ResNet-50 
has four stages of convolutional and pooling layers, a 
bottleneck architecture for deeper networks, and a fully 
linked layer consisting of 1,000 neurons [30]. 

ResNet-50 was named so because it has 50 residual 
layer networks [31]. One of the characteristics of ResNet-
50 is the use of residual blocks, where this model can 
learn from residuals due to the identity mapping [32]. The 
following is the formula for the identity block, which is 
part of the identity mapping: 

𝐼𝑛𝑝𝑢𝑡
!"#$
&⎯⎯( 𝑂𝑢𝑡𝑝𝑢𝑡 = 𝐼𝑛𝑝𝑢𝑡	 + 	𝐶𝑜𝑛𝑣(𝐼𝑛𝑝𝑢𝑡) (1) 

Alternatively, if F is considered a residual function: 

𝑂𝑢𝑡𝑝𝑢𝑡 = 𝐼𝑛𝑝𝑢𝑡	 + 	𝐹(𝐼𝑛𝑝𝑢𝑡)  (2) 

Furthermore, the convolutional block is the part where the 
input and output dimensions are different due to changes 
in filter size or spatial dimensions. The formula for the 
convolutional block in ResNet-50 is as follows: 

𝐼𝑛𝑝𝑢𝑡
!"#$%×%
&⎯⎯⎯⎯⎯( 𝐶𝑜𝑛𝑣(𝐼𝑛𝑝𝑢𝑡)

!"#$'×'
&⎯⎯⎯⎯⎯( 𝑂𝑢𝑡𝑝𝑢𝑡 (3) 

Alternatively, the form of the mathematical formula is as 
follows: 

𝑂𝑢𝑡𝑝𝑢𝑡 = 𝐶𝑜𝑛𝑣3 × 3(𝐶𝑜𝑛𝑣1 × 1(𝐼𝑛𝑝𝑢𝑡)) 	+
	𝑆ℎ𝑜𝑟𝑡𝑐𝑢𝑡(𝐼𝑛𝑝𝑢𝑡)  (4) 

Finally, here is a simplified form of the overall ResNet-50 
architecture: 

𝐼𝑛𝑝𝑢𝑡
!"#$(×(/*+
&⎯⎯⎯⎯⎯⎯⎯⎯(𝑀𝑎𝑥𝑃𝑜𝑜𝑙3 × 3/2

,-./0123
&⎯⎯⎯⎯⎯( 𝐴𝑣𝑒𝑟𝑎𝑔𝑒𝑃𝑜𝑜𝑙

41335	!"##-78-0
&⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯(  (5) 

In our architecture, we combine ResNet-50 with a 
fully connected layer consisting of three dense layers, the 
first consisting of 4,096 neurons, the second consisting of 
512 neurons, and the last according to our number of 
classes, namely seven. Before the dense layer, there is a 
flattened layer, which makes it easier to change 
dimensions between layers. Then, there is a dropout layer 
between the two layers with a dropout value of 0.5 each. 
The output layer uses Softmax for the activation function. 
The other layers use a linear activation function. We use 
Adam as an optimizer in training. Figure 3.  shows our 
ResNet-50 architecture, combining pre-trained and fully 
connected parts. 

 

 
Figure 3.  The proposed ResNet-50 architecture for facial expression 

recognition. 

We compare our ResNet-50 architecture with several 
other models, including two shallow learning models, 
SVM and KNN. SVM performs classification by looking 
for a hyperplane in the form of a linear plane that 
maximizes the separation of two data in feature space 
[33]. The data closest to the hyperplane has a vital role 
and is called a support vector [34]. If the data is not 
linearly separable, the SVM will perform a kernel trick, 
transforming the data to a higher dimension with one of 
the kernels: radial basis function (RBF), sigmoid, or 
polynomial [35]. Even though it is shallow learning, SVM 
can perform image recognition by learning discriminative 
features [36]. KNN is a shallow learning method that uses 
the concept of distance between data in feature space to 
make decisions [37]. The 𝑘  value in KNN functions to 
determine how many nearest neighbors of new data are 
considered when making decisions [38]. KNN is called a 
lazy learner because it does not undergo a training 
process, but all the training data becomes part of the 
prediction model [39]. 

Apart from several shallow learning methods, we 
benchmarked the ResNet-5 method with two other 
transfer learning methods, MobileNetV2 and SE-ResNet-
50. Like ResNet-5, MobileNetV2 is a modification of 
CNN for the image classification [40]. MobileNetV2 is a 
lightweight model developed by Google that is made to 
run on mobile devices [41]. MobileNetV2 is pre-trained 
on large-scale datasets such as ImageNet, which contains 
millions of images and thousands of categories [42]. 
MobileNetV2 can be lightweight because it uses fewer 
parameters to predict images [43]. On the other hand, SE-
ResNet-50 is a modification of ResNet-50 that 
implements a “squeeze-and-excitation” [44]. Squeeze 
means the dimension reduction process by applying 
global average pooling. Squeeze is used to carry out 
recalibration after the excitation process, multiplying the 
feature map to emphasize important features and suppress 
unimportant ones [45]. With these features, SE-ResNet-50 
often outperforms ResNet-50 in several case studies [46]. 
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C. Mobile Application for Teacher Assessment 
Teacher assessment is an activity that evaluates a 

teacher's teaching suitability, including aspects such as 
ability, knowledge, and effectiveness of the teacher in the 
classroom [47]. Several types of teacher assessment are 
self-assessment, formative assessment, and summative 
assessment, where self-assessment is a type that allows 
teachers to assess themselves [48]. On the other hand, 
formative assessment is an assessment of a teacher while 
the teacher is in the teaching process [49]. Finally, 
summative assessment is an assessment of a teacher when 
the teacher has gone through the teaching process and is 
carried out at the end of a process [50]. Based on these 
understandings, the facial expression recognition we 
developed for teacher assessment will be an example of 
the application of formative assessment. 

Facial expression recognition can automatically assess 
the teacher's emotions while teaching, improving the 
learning atmosphere and saving time [51]. Happy and 
surprise can be categorized as positive expressions of the 
six basic expressions [52], [53]. Meanwhile, sadness, 
anger, fear, and disgust can be categorized as negative 
expressions [54]. Then, positive expressions that represent 
positive emotions can be interpreted as good engagement 
and a form of good learning environment [55]. On the 
other hand, negative expressions can be interpreted as 
poor classroom management, difficulty in mastering the 
material, or issues regarding the well-being of the teacher 
who teaches [56], [57], [58]. In the end, the mobile 
application that we designed for teacher assessment can 
record teachers' faces during teaching practice and then 
classify their facial expressions, categorize the polarity of 
facial expressions, interpret the teacher's abilities and the 
teaching environment, and convey this in a formative 
assessment [59]. Figure 4.  shows the explanation that we 
convey in the form of a flow chart. 

 
Figure 4.  The workflow of the facial expression recognition mobile 

application on teacher assessment. 

Our mobile application is real-time because it directly 
involves computer vision of the teacher's face [60]. We 
use TensorFlow Lite for our mobile application 
development, where TensorFlow Lite has an extension so 
that the deep learning developed can be deployed on iOS 
and AndroidOS [61]. Then, in this research, we use 
inference time and frame rate as metrics for measuring the 
designed real-time mobile application. Frame rate is the 
number of frames processed in a second [62]. Several 
studies reveal that the threshold limit considered good for 
frame rate values is 15 fps, while a frame rate of 10 fps is 
considered acceptable [63]. On the other hand, inference 
time is required for deep learning to predict an image that 
has never been processed [64]. 

4. RESULTS AND DISCUSSION 

A. Results 
We download facial expression data from Kaggle and 

then do pre-processing. There are 28,821 images for 
training, then 7,066 images for validation. From some 
validation data, we took some for testing so that there 
were 6,716 images for validation and then 350 images for 
testing. We ensure that each folder has seven labels, 
namely ‘angry,’ ‘disgust,’ ‘fear,’ ‘happy,’ ‘neutral,’ ‘sad,’ 
and ‘surprise.’ We use NVIDIA-SMI 535.104.05 with the 
Tesla T4 GPU provided by Google Colab for training.  

In carrying out the ResNet-50 training process, we 
observed several hyperparameters that significantly 
influence the training curve performance. The first 
hyperparameter is the batch size per epoch; the more the 
batch size increases, the better the learning curve. 
However, this hyperparameter is inversely proportional to 
training time, so finding the optimal batch size per epoch 
is necessary. The optimal batch size per epoch for us is 
120. 

The second hyperparameter is the epoch, the same as 
the batch size per epoch. A higher epoch value also 
improves the quality of the learning curve. The optimum 
epoch value is 150. The third hyperparameter is the 
learning rate of the Adam optimizer—the smaller the 
optimizer’s learning rate, the higher the learning curve 
quality. The optimum value of the learning rate is 10-4. 
The fourth factor is validation samples; the more 
validation samples, the better the learning curve. The 
optimum validation sample value is 3,500, with training 
samples of 28,000. 

With these four optimal hyperparameter values, the 
average time required per epoch is 36s, and the time 
required to train the ResNet-50 model with initial 
hardware specifications is one hour, 30 minutes, and 40.2 
seconds. The final training and validation loss in the 
training process is 0.32 and 2.07, respectively. 
Meanwhile, the final training and validation accuracy in 
the training process were 0.89 and 0.54, respectively. 
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(a) 

 

 
(b) 

Figure 5.   The ResNet-50 training and validation loss and accuracy 
curve. 

We tested our ResNet-50 model on 350 images for 
testing. As a result, we got an accuracy of 0.5314. Figure 
6.  shows the confusion matrix of the test results, where 
the diagonal elements represent the classes that were 
predicted correctly in the confusion matrix. The ‘happy’ 
label has the best prediction performance, with 662 data 
predicted correctly, while ‘angry’ has the worst prediction 
performance, with 227 data predicted correctly. The joint 
highest out-misclassification happens between ‘disgust’ 
and ‘angry,’ where 12 ‘disgust’ labels are predicted as 
‘angry,’ also between ‘neutral’ and ‘sad,’ where 124 
‘neutral’ labels are predicted as ‘sad.’ At the same time, 
the highest in-misclassification is also the occurrence 
between ‘neutral’ and ‘sad.’ 

 
Figure 6.   Confusion matrix of our proposed ResNet-50 on the facial 

expression dataset. 

The performance of each label in the confusion matrix 
can be analyzed further using several metrics, namely 
precision, recall, and F1-score. Figure 7.  shows a bar 
chart that compares each class’s performance in the facial 
expression recognition by ResNet-50 that we are 
implementing. In the bar chart, ‘surprise’ has the best 
precision, meaning that the label receives the fewest 
wrong labels from other labels compared to other labels. 
On the other hand, ‘angry’ has the worst precision. At the 
same time, ‘happy’ has the best recall, meaning that the 
label was predicted correctly the most. Then, ‘angry’ has 
the worst recall. Finally, the f1-score shows the label with 
the most balanced precision and recall values, whereas the 
best f1-score belongs to the ‘happy’ label with a value of 
0.75. The ‘happy’ label has a precision of 0.75 and a 
recall of 0.74. 

 
Figure 7.  A bar chart that displays a comparison of the performance of 

each class in facial expression recognition by ResNet-50 that we 
are carrying. 
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Figure 8.  shows screenshots of a mobile application 
for facial expression recognition in teacher assessment 
that we successfully developed with TensorFlow Lite. 
Figure 8.  (a)–(c) shows when we direct the application to 
the dataset images, among which are happy, sad, and 
afraid faces. The number value to the right is the output 
value of the Softmax activation function, which ranges 
from 0.00 to 1.00. Figure 8.  (d) shows the settings menu 
we created, including setting the Softmax threshold, 
maximum desired results, the maximum number of 
threads to run deep learning-based recognition, selecting 
the type of accelerator, and selecting the decision-making 
model. Lastly, Figure 8.  (e) shows the choice of deep 
learning models for facial expression recognition, 
including ResNet-50 and SE-ResNet-50. 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 
(e) 

Figure 8.  Screenshots of the developed mobile application of facial 
expression recognition for teacher assessment. 

B. Discussion 
Paper [6] has carried out facial expression recognition 

using SVM and KNN. On the other hand, ResNet-50 is a 
deep learning method that has feature learning 
capabilities. ResNet-50 should have better capabilities 
than SVM and KNN. We tried SVM and KNN on the 
Jonathan Oheix dataset we used in this research. TABLE 

II. compares ResNet-50, which we proposed, with SVM 
and KNN as state-of-the-art shallow learning methods in 
facial expression recognition. In terms of accuracy, 
ResNet-50 has a better value, namely 0.5314. At the same 
time, KNN has the worst performance, with an accuracy 
of 0.2543.  

TABLE II.  RESNET-50 PERFORMANCE COMPARISON WITH 
STATE-OF-THE-ART SHALLOW LEARNING METHODS ON FACIAL 

EXPRESSION RECOGNITION. 

Model Accuracy Inference Time 
(s) 

Frame Rate 
(fps) 

kNN [6] 0.2543 1.1847 295 
SVM [6] 0.3086 25.2765 14 
Proposed 
Method 0.5314 0.3698 946 

 

Furthermore, regarding inference time, ResNet-50 has 
a better value than SVM and KNN, with a value of 0.3698 
seconds. SVM has the worst inference time, 25.2765 
seconds, 68 times slower than ResNet-50. Kramer et al. 
[65] said that SVM takes a long time because it has a time 
complexity of O(sv), where sv is the number of support 
vectors. Lastly, ResNet-50 has the best frame rate with a 
value of 946 fps. KNN is the method with the second-best 
frame rate with 295 fps. The SVM frame rate is below the 
good value but still acceptable at 14 fps. 

Several transfer learning methods have been used for 
facial expression recognition, namely MobileNetV2 [8] 
and SE-ResNet-50 [9]. Here, we compare these methods' 
use with the proposed method, namely ResNet-50. We 
implemented MobileNetV2 and SE-ResNet-50 on the 
Jonathan Oheix dataset we used in this study. TABLE III. 
shows a comparison between the ResNet-50 that we are 
promoting with MobileNetV2 and SE-ResNet-50 as state-
of-the-art transfer learning methods in facial expression 
recognition. Regarding accuracy, our proposed method 
outperforms MobileNetV2 and SE-ResNet-50 from 
training, validation, and testing. However, regarding the 
number of parameters involved, model size, inference 
time, and frame rate, MobileNetV2 is the superior 
method. Lin et al. [43] said that MobileNetV2 is 
lightweight because it uses small amounts of parameters. 
That knowledge could be the reason why ResNet-50 has 
better performance than MobileNetv2, but MobileNetv2 
has a faster inference time and fewer parameters. 

On the other hand, Chen et al. [63] stated that a frame 
rate of 15 fps is considered a good frame rate. Because the 
ResNet-50 frame rate is still above that value, even 
though it is not the best, ResNet-50 is still the optimal 
method in terms of accuracy, inference time, and frame 
rate. These state-of-the-art methods have never been tried 
on the Jonathan Oheix dataset, so facial expression 
recognition using transfer learning on the Jonathan Oheix 
dataset is a research contribution. 
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TABLE III.  COMPARISON OF STATE-OF-THE-ART TRANSFER LEARNING METHODS ON FACIAL EXPRESSION RECOGNITION, WHERE THE 
PROPOSED METHOD IS RESNET-50. 

Model 
Accuracy Parameters Inference 

Time (s) 
Frame 

Rate (fps) Training Validasi Testing Trainable Non-trainable Total 

MobileNetV2 [8] 0.2364 0.2514 0.1429 25,300,743 34,112 25,334,855 0.1705 2052 
SE-ResNet-50 [9] 0.4962 0.3119 0.2743 61,698,807 53,120 61,751,927 0.3699 946 
Proposed Method 0.7799 0.5954 0.5314 59,160,266 45,574 59,205,840 0.3698 946 
 

Other research, such as paper [13], has carried out 
facial expression recognition for teacher assessment using 
MobileNetV5. On the other hand, paper [7] carried out 
facial expression recognition with ResNet-50, but not for 
teacher assessment, and neither implemented a real-time 
mobile application. So, the contribution of our research is 
two-fold. First, we propose an optimal facial expression 
recognition for teacher assessment using a transfer 
learning model, ResNet-50. Second, we propose a mobile 
application for facial expression recognition in teacher 
assessment, where the mobile application has optimum 
inference time and frame rate.  
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