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Abstract: Information retrieval (IR) is booming because any application dealing with knowledge must retrieve relevant information from
a huge data collection. The clustering mechanism plays a vital role in efficiently mining data from massive datasets. During a search,
the items that have similar characteristics are grouped together using this strategy so that they may be found and retrieved more quickly.
Traditional clustering methods are not capable of producing the required results in an efficient manner. When used in conjunction with
a pattern mining technique, clustering can significantly boost the effectiveness of a search. The pattern mining method improves the
quality of the clusters produced by exploring the dataset for patterns comparable to one another. The primary emphasis of this study is
placed on more recent breakthroughs in information retrieval methods, including clustering and pattern mining. The article examines the
present state of the art in information retrieval by dividing it into a few different categories and discussing its implications. This paper
provides an overview of the most recent developments in the information retrieval field. The comparative analysis outlines the benefits
and limitations of many different retrieval algorithms utilized to obtain the information. Open questions, challenges, and emerging trends
are studied thoroughly. We have implemented a k-Means clustering algorithm for document clustering. Performance is evaluated in
terms of the number of clusters, SSE, and execution time for the 20Newsgroup document dataset, which works well for small-scale
datasets. The research community can develop more efficient data retrieval techniques by focusing on this article’s challenges and future
dimensions.
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generation, representation, indexing, query processing, and
result presentation. Most cluster-based IR approaches orga-
nize and retrieve information from massive data collections
by generating clusters. The main issue of this approach is

1. INTRODUCTION

In recent years, ‘Information Retrieval (IR)’ term is
trendy in the field and applications of Information technol-
ogy. The IR process retrieves information from a massive

collection of data from various data sources, including text,
web-based databases, audio, and video. IR presents extract
nature of most suitable information for a query from a
database. The main objective of IR is to extract useful
and more relevant information to match with user queries
submitted in web searches quickly and efficiently [1], [2],
[3]. Essential phases of Information Retrieval systems (IRS)
for information search are: Gathering documents, Indexing,
Query processing, Retrieval, Ranking, and Visualization of
information as shown in Fig. 1.

Cluster-based IR is one of the essential approaches to
retrieving information from the vast collection of data from
any source. This approach clusters similar documents based
on the nearest data points (distance based) against the user
queries, which can be helpful to the researcher or system to
analyze the data effectively. This objective can be fulfilled
by applying the steps to the retrieved documents against
the user query: pre-processing, feature extraction, cluster

that irrelevant, redundant, or useless information is usually
retrieved with the important clusters. Another problem with
this approach is that clusters depend on extracted features
of the dataset and the type of clustering technique used [4],

[5].

Pattern mining in IR generate unknown and frequently
used item sets with relationships from large textual/trans-
action dataset to retrieve important information for various
task of IR. Pattern mining applies the following steps to
retrieve data for numerous applications where knowledge
representation is critical [6], [7].

e Data preprocessing

e Pattern discovery

e Frequent item set mining
e Sequential pattern mining
e Graph mining
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Figure 1. Process diagram of Information Retrieval System

e Evaluation
e Application of generated pattern

Cluster-based IR with a pattern mining approach or-
ganizes, analyzes, and retrieves information from a huge
collection of documents using clustering and pattern mining
algorithms. This approach applies these steps to retrieve
important information: Data preparation, apply clustering
algorithm, use of pattern mining algorithm, performance
measures, and evaluation. This approach can be applied in
various areas/domains, including academics, organizations,
shopping, online applications, clinical, recommendation,
textual data mining, and many more. In this approach,
clustering and pattern mining algorithms are used, which
extract essential and useful information by generating clus-
ters of similar items and then searching for important or
most relevant associations among items within a cluster.
The results generated by this approach are most appropriate,
suitable, and effective by finding the most frequent item set
per cluster [8], [9], [10].

The article provides a thorough analysis of the IR disci-
pline. We’ve utilized three classification areas to encompass
the domain’s breadth. The contribution of cited articles is
discussed in depth, and comparative analysis is presented
to provide a deeper understanding. Issues such as open
queries, challenges, and future directions are presented to
comprehend retrieval techniques better. The second section
offers significant contributions to the IR procedure. The
third section provides a comparative analysis of each cited
source. The fifth section contains open questions, chal-
lenges, and prospective directions. The article concludes
with Section 7.

2. STATE-OF-THE-ART: INFORMATION RETRIEVAL

This section examines the literature published within
the last 15 years in the field of IR. As keywords, clus-
tering, pattern mining, knowledge discovery, information
retrieval, IR algorithms, efficiency, and optimal informa-

tion retrieval were used to search the relevant databases.
We predominantly utilized Google Scholar, DBLP, IEEE,
Springer, Elsevier, and Web of Science to discover suitable
articles. Initially, more than 200 documents were selected
to determine the bleeding edge of IR. At a later stage of
the research, only the most pertinent articles were included,
while others were excluded. The following sub-sections
classify the included articles into three major categories:
cluster-based IR, IR based on pattern mining, and a hybrid
approach, and present the contemporary trends in each class.
The taxonomy employed for the classification is shown in
Fig. 2 where the box with dotted line indicates the major
classification techniques.

A. Cluster-based Information Retrieval

In traditional IR systems, documents are usually indexed
one at a time, and queries are matched against these individ-
ual documents to find appropriate results. In cluster-based
IR, on the other hand, documents are first grouped into
clusters. Then, queries are matched against these clusters to
find relevant clusters, which could reduce the search space
and speed up retrieval [11], [12], [13], [14].

The study by Naini et al. [15] focuses on a diversifi-
cation approach where optimization and heuristics methods
are integrated with low complexity and effectively in IR.
The work discussed by Lan et al. [16] used classification
methods has provided a term weighting approach that offers
performance improvement. Levi et al. [17] observed that
existing cluster-based IR or standard document retrieval
methods often retrieves different documents. An approach
offered by Bhopale & Tiwari [18] integrates swarm intel-
ligence and data mining techniques to provide adequate
IR. The approach proposed by Sheetrit & Kurland [19]
ranks the retrieved documents based on their relevancy to
a user query motivated by cluster-based IR. The proposed
approach generates knowledge (retrieve information) in spe-
cific Dialog system technology challenges 7 (DSTC7) [20].
This work trains a model first popular as a generator
model to execute an action. Bascur et al. [21] suggested a
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Figure 2. Taxonomy of IR classification

citation-based cluster generation for IR, which retrieves the
information by combining a tree hierarchy approach with a
cluster generation algorithm.

In the proposed hybrid method by Chawla [22], the
fuzzy c-Means document clustering algorithm and ontology
are used in query session mining to make intelligent IR
clusters that improve the performance and quality of the
clusters they make. The suggested model gets information
from social media based on what the user asks for [23].
The result shows a more promising performance than other
social media data retrieval methods. The work by Mbate
et al. [24] is an alternative to deep neural networks for
semantic IR from long documents. Toman et al. [25] have
proposed an HPGA algorithm integrating the k-Means al-
gorithm with hybrid master/slave algorithms.

In recent years, spectral clustering has become a popular
clustering technique in machine learning. The study by
Janani & Vijayarani [26] offers a novel spectral clustering
algorithm with particle swarm optimization (SCPSO) to en-
hance the clustering of text documents. Results demonstrate
that the proposed SCPSO algorithm produces more accurate
clustering than other clustering techniques. The article by
Zubair et al. [27] proposed a method for effectively locating
optimal initial centroids to reduce iterations and execution
time. Xie et al. [28] proposed IIEFA and CIEFA models to
focus on the significant issue of initializing several clusters
in the k-Means algorithm.

B. Pattern Mining Based Information Retrieval

Pattern mining-based information retrieval is a method
that uses data mining to find meaningful patterns in big sets
of textual data. These patterns can then be used to make
information retrieval systems more efficient and effective.
The idea is to get helpful information out of unstructured
text and improve the retrieval process so that users get
more accurate and useful search results. Pattern mining-
based information retrieval can be especially helpful when
standard keyword-based methods are insufficient [29], [30],

[31], [32].

The work by Thirugnanasambandam et al. [33] proposed
Document Information Retrieval (DIR) using ant colony op-
timization, which provides an advanced analysis in the field
of data mining with the evolutionary concept of exploring
document space to retrieve information. The study by Gan
et al. [34] proposed an efficient utility mining approach
that is popular as a non-redundant Correlated high-Utility
Pattern Miner (CoUPM) to address the issues of inheritance
correlation of frequent itemset by considering the positive
correlation and profitable value. Yun et al. [35] proposed
a High Average Utility Pattern Mining approach, which
generates valuable patterns with relatively more meaning
using a novel utility measure.

Zinga et al. [36] have introduced the HQE model, which
focuses on integrating external resources with association
rule mining to improve the retrieval process. PM-HR is
proposed by Belhadi et al. [37], which has used a pattern
mining algorithm to improve the accuracy and processing
speed of information retrieval. Babashzadeh et al. [38]
proposed a model for medical query contexts based on the
mining semantic-based association rule mining and seman-
tic relatedness measures, which is exploited for re-rank to
improve the IR of a medical dataset. A new framework is
proposed by Cai & Li [39], which generates clusters based
on the sentence to improve overall sentence-based ranking
performance.

C. Cluster-based IR with Pattern Mining

Clustering with pattern mining-based information re-
trieval is a hybrid approach that combines clustering with
pattern mining. Though selecting these hybrid algorithms
requires careful tuning, we can use multimodel datasets,
get faster results and find hidden relationships [40], [41],
[42], [43].

Intelligent Cluster-based Information Retrieval is pro-
posed by Djenouri et al. [44] to address critical challenges
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like relevant information retrieval, performance improve-
ment, and quality clusters generation of cluster-based IR
approaches. The method discussed in [45] uses frequent
and high-utility pattern mining to find relevant patterns for
each cluster from the pre-processed collection. Bokhabrine
et al. [46] implemented an "IDETEX” platform that gener-
ates item sets from textual data using various clustering
techniques. The study of Saili et al. [47] handles the
main challenge of retrieving information from large-scale
datasets, such as those with high dimensionality. The work
by Yarlagadda et al. [48] introduced a Modsup-based fre-
quent item set and Rider Optimization-based Moth Search
Algorithm (Rn-MSA). Yarlagadda et al. [48] proposed a
framework where pattern mining is based on Modsup and
Rider Optimization which generates document clustering
and overcome the challenge to generate informative and
efficient clusters.

Rouane et al. [49] proposed a novel biomedical text
summarization method that integrates data mining ap-
proaches. The method by Sato et al. [50] employs a data
mining technique to discover knowledge using Pareto-
optimal solutions to surmount multi-objective topology
optimization problems. The method proposed by Kim &
Chung [51] generates valuable associative feature data from
health big data using text mining.

The work of Waghere et al. [52] focuses on the sig-
nificant issues of frequent item generation algorithms in
a distributed computing environment using MapReduce
framework. The work by Sovia et al. [53] aims to improve
the quality of these expert people in the company, which
automatically improves the quality of human resources. The
work by Gayathri & Arunodhaya [54] proposed combined
RFM and k-Means clustering approach for segmenting the
correct consumers with a recommendation feature for com-
mercial web application data. The work by Kusak et al. [55]
analyzed landslide data and evaluated the pre-landslide
conditions of the region using conventional statistical and
spatial data mining techniques.

Scells et al. [56] explained the latest trends in green
information retrieval. A new IR framework is proposed by
Lin [57] for a symbolic approach. Legal issues regarding
IR are discussed in the work of Sansone & Sperli [58]. Im-
provements in query expansion for web-based information
retrieval are discussed in [59], [60]. Single server private
IR is addressed in [61], [62]. Tavares et al. [63] explain
the relation between cyberspace and IR. The use of modern
machine learning algorithms for IR is presented in Zamani
et al. [64]. Research and Development in performance
improvement for IR are discussed by Rao et al. [65].

3. CoMPARATIVE ANALYSIS: RESEARCH
STRENGTHS AND LIMITATIONS
The previous section discusses the methodology adopted
by the particular article in detail. The findings of the cited
article are crucial in advancing scientific knowledge and

promoting overall development. Table 1 shows the research

CONTRIBUTIONS,

contribution, article strength, and presented approaches’
limitations. The tabular representation also highlights the
recent developments, the algorithms, the outcomes, and the
constraints. Comparative analysis of present approaches for
information retrieval is based on three main categories:
cluster-based information retrieval, pattern-based informa-
tion retrieval, and clustering with pattern-based information
retrieval. Analysis shows the main contribution, strengths,
and limitations of said research. Most research in clustering
and pattern mining uses a combined approach; clustering
with pattern mining needs to be generalized and should
perform efficiently for large document datasets.
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TABLE I. Comparative Analysis of Cited Research Articles

Research  Contributions Strength Limitations
Cluster-based Information Retrieval

[66] Fusion based method generates number of clusters Optimized performance Need to be generalized
using chameleon clustering algorithms with improved
experiments results

[67] Selective search to reduce time complexity and Faster response time, higher throughput, save stor- Useful for low resource environment
greater effectiveness age cost

[68] Clustering algorithms are used with weight function Provide optimized and effective IR Need high dimensions datasets
for effective information retrieval

[69] Hybrid indexing method with cluster based IR tech- Reduce time complexity and less expansive Disjunctive query is not considered to reduce
nique to improve the complexity and cost costing time and space

[70] Clusters are generated with ranking using cluster Apply re-rank method to generate more precise Different nature of datasets are not re-ranked.
based algorithms and re-rank methods clusters

[71] Optimized using ranking to clicked URLs using ge- Computation time is reduced with more relevant Appropriate for personalized web search only.
netic algorithm and effective IR More performance measures needed

[15] Provides detailed analysis for large set of documents Quality and efficient information is retrieved in Extended for generalized analysis
effectively and efficiently distributed environment in less time

[16] KNN and SVM are integrated with term weighting Experiment results shows an improvement Performance is not uniform for large datasets
method to overcome the identification of different
terms of document

[17] Applied cluster based, query expansion and term Performance is improved in terms of efficiency Extended for generalized approach
proximity methods for effective result generation and effectiveness

[18] Data mining technique is integrated with swarm in- Problem of local minima, complexity and effec- Approach can be extended for more datasets
telligence to generate fuzzy clusters frequent patterns  tiveness are improved
respectively

[19] Ranking method is integrated to assign rank to each Result of various data sets shows an improvement Extended for different ranking methods
generated cluster

[20] Conversational history modeling is relevant and inter-  Results shows an improvement like more diverse  Can be extended using large and high dimensional
esting and informative retrieval dataset

[21] Approach retrieve information from systematic liter- Evaluation shows an improvement Not cover all possible citation in review using
ature reviews specifically corpus and sensitive to noise

[72] Boolean queries is integrated with cluster based IR an effective workflow for adaptive visual search Needed more high dimentional datasets
approach of complex information

[73] Measure the quality of document clustering for large Results shows an effective information retrieval Sensitive of k value

corpora
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[74] User query is accepted in form of phrases where SVM  Performance is improved Integrated algorithms required
classifier and ranking methods are applied to identify
and assign rank
[75] Information is retrieved for topic modeling of news Integration of classification and clustering re- Need to apply more algorithms
to discover more precise topics trieves better information
[76] k-Means with hierarchical technique of clustering Overcome each other’s limitations (partition and Can be improved the retrieval using huge datasets
using cosine measures hierarchy approaches)
[22] Fuzzy c-Means with the integration of semantic on- Evaluation shows a significant improvement Approach can be generalized
tology retrieve intelligent information
[23] Social media contents are integrated with the expan- Results shows an improvement in performance Approach cab be generalized
sion of word queries which provides more reliable
and effective IR
[24] Combined approach of clustering algorithm Performance shows a significant improvement More datasets can be tested for better analysis
[25] Hierarchical parallel genetic algorithm retrieve more Quality and performance is improved more datasets can be tested
relevant information
[26] Generates automatic clusters for unstructured text Improve the accuracy and provides optimal solu- Enhancements for more text documents
documents tion
[27] Generates optimal number of iterations which reduce Reduce the computational power and work faster can solve many problems of real-world application
the overall execution time using high dimensional areas including smart city and IOT
healthcare datasets
[28] Overcome the problems associated with initialization Increases search diversification and efficiency. Objective functions for inter and intra cluster
sensitivity and local optima traps of the conventional measurement can be employed
KM clustering algorithm
Pattern mining based Information Retrieval
[33] Fuzzy c-Means is integrated with ant colony opti- Information is retrieved effectively with improved Data Mining approaches can be consider to reduce
mization accuracy the complexity
[34] Correlated significance is used with high utility fre- Result proves work’s effectiveness and efficiency = More pruning strategies could be explored
quent pattern mining algorithm
[35] A damped window model with pruning strategies Performance is increased More reliable patterns can be generated
consider time factors to search significant and recent
pattern generation
[36] Candidate term generation and selection phases are Results show improvement in quality Weight and embedded vectors can be integrated
developed using local as well as global methods to discard redundancy and filter irrelevant terms
[37] Information is retrieved from large number of tweets, Solve the issue of hash-tag information retrieval. =~ Advanced computing tools
hashtags and real time user queries to generate high Results shows outperform in terms of execution
utility patterns time and accuracy
[38] Designed for medical query contexts using semantic Result shows an improvement Timer series and sequential pattern mining algo-

association rule mining algorithm

rithms can be integrated
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(39]

[77]

(78]

[79]

(80]

Integrate ranking with sentence clusters to refine the
results which generates direct clusters uniquely

Improved ARM with swarm optimization using dif-
ferent strategies to generate effective and efficient
association rules

Deep learning with implicit user feedback to represent
item’s preferences based on the observations

Designed using Galois connection, granular com-
puting and connection function of smallest frequent
closed granule to reduce the coasted I/O

Discovery technique to process the deploying and
evolving of patterns to find relevant information

Ranking and clustering by mutually and simul-
taneously updating each other to improve the
performance

Effectively generates association rules for large
datasets by improving fitness criteria and process-
ing time

Address the challenges like item cold-start and
recommendation based on user’s implicit prefer-
ence feedback

Performance is improved

Effective patterns in text mining and overcome
low frequency and misinterpretation problems of
text mining

Need to improve the effective speech summariza-
tion to minimize execution time

Need to extend for high dimensional transactional
datasets

Explore with other deep learning architectures for
high dimensional and large datasets

Many smallest frequent closed item-sets are gen-
erated

More datasets can be explored for more analysis
and evaluation

Cluster-based IR with Pattern Mining

[44]

[45]

[47]

(48]

[49]

(50]

[51]

(52]

Clustering with closed frequent item-set mining algo-
rithm to extract rich knowledge to answer user query
Transformation and ranking approaches are integrated
to assign weight, rank and generate high quality
clusters

Generate frequent patterns in minimum execution
time with improvement in IR

Combined Rider Optimization Algorithm and Moth
Search Algorithm approach applied pre-processing to
remove stop word, stemming, feature extraction and
selection

Biomedical text summarization based on clustering
and frequent patterns to enhance the quality
Topology optimization based clustering with asso-
ciation rules to discover important knowledge and
effective solution

Extracts useful associative feature information using
text mining

Address major issue of frequent item generation in
short time

Outperforms in terms of quality and run-time on
large datasets

Improvement in the IR in terms of relevancy and
quality

Increased efficiency and reduced computation time
of high dimensional data-set
Performance evaluation shows higher accuracy

Result shows an improvement

Discover effective design solutions

Generate efficient associative feature based infor-
mation for large healthcare data

Effectively extract frequent patterns and IR from
huge dataset in reduced time

Enhance for large and other data types such as
images and videos

Deep learning algorithms and high performance
computing tools are suggested to improve the
performance

Need more experiment analysis

Analysis is extended for highly advanced features
datasets

More semantic analysis on biomedical texts re-
quired.
No guarantee of meaningful clusters retrieval

Apply and analyze for other domain datasets
More Data mining approaches can be integrated

and evaluated using large and high dimensional
datasets
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(53]

[54]

[55]

k-Means with Apriori approach search most frequent
expert persons handling

k-Means and RFM approach segment the right cus-
tomers with recommendation feature and provides a
solution to company’s marketing problem

Evaluate the pre-landslide conditions in Karahacili
District using traditional statistics and data mining
approaches

Quality of human resources can be improved

Provides services to customer and marketing seg-
ments

Evaluation of landslides in small areas that can be
detected

Other domains can be explored

Enhancement could be done using dynamic
datasets

As data grow, more advanced methods of machine
learning cab be applied
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4. PERFORMANCE ANALYSIS

Based on the literature review on various approaches to
clustering, pattern mining, and combining clustering with
pattern mining, we have implemented a k-Means document
clustering algorithm using the public 20Newsgroups dataset.
This dataset contains approximately 18,000 documents in a
variety of 20 categories. Out of these 20 categories, we have
implemented categories 3, 4, and 5 to reduce computational
time. Performance evaluation shows that for more number
of clusters, less Sum of Squared Error (SSE) is generated,
which is shown in Table II and Fig. 3.

TABLE 1I. Performance Analysis of k-Means Clustering Algo-
rithm(SSE)

Clusters SSE

k-Means 20Newsgroups kaggle 3 2
4 1
5 0
k-Means SSE: for K=3,4,5
G
5
._""_
@ 3
2
1
' 1 2 3
M Clusters 3 4 &
S5E 2 1 ]

Figure 3. Performance Analysis: SSE of k-Means

As per the evaluation, k-Means clustering algorithm
performs well for small scale dataset. But still k-Means
and variation of k-Means for large size and dimensional
document datasets is a challenging issue in the field of
Information Retrieval. Performance analysis of k-Means
clustering algorithm based on execution time for number
of iterations and clusters is shown in table III and Fig. 4.

5. OpeN Issues, CHALLENGES AND FUTURE DIRECTIONS

Information Retrieval retrieves information from a mas-
sive collection of databases based on the user query on the
web. Due to the documents’ structured, semi-structured, or
unstructured nature, information retrieval is challenging in
IR. Various works are proposed to overcome this document
retrieval using traditional approaches/IR models. These ap-
proaches often retrieve irrelevant information and need to
work better in the case of large datasets (time-consuming).
Based on the analysis, we compiled the following twelve
critical challenges (Fig. 5) required to be addressed first for
future-proof IR solutions [81].

1) Framework (A): Most researchers suggested a
framework specific to some application. There is

a need for a generalized framework that can be
employed in most applications of IR. [82], [83], [84]

2) Multidimensionality (B): Few solutions include
multi-dimensional data for generating clusters or
finding patterns. The inclusion of multifaceted data
is a need for today’s IR algorithms. [85], [86].

3) Dynamic Data (C): Most real-world situations gen-
erate dynamic data. The IR technique must be able
to process the dynamic nature of the information
effectively. [87], [88].

4) Scalability (D): Scalability is a significant challenge
due to the enormous volume of data generated in
today’s Internet world. Future algorithms must be
able to handle the complexity generated by this
information. [89], [90].

5) Pattern Selection (E): Pattern quality dramatically
affects the IR system’s performance. Appropriate
pattern selection methods generate quality clustering
results. [91], [92].

6) Data Pre-processing (F): Real-world data may be
ambiguous and generate noise or irrelevant clustering
or patterns. To achieve optimum results, data must
be pre-processed effectively, including the proper
feature selection. [93], [94].

7) Enhanced Data Mining approaches (G): Effective
and enhanced clustering/classification/pattern gener-
ation techniques must be applied to address the
quality of the IR approach. [95], [96].

8) Rank (H): Few methods have integrated ranking
methods with IR approaches. It is required to con-
sider Information retrieval for better and more effec-
tive results. [97], [98].

9) Weight (I): Approaches with weighting methods:
Weight assignment to a user query is crucial to prune
redundancy in information retrieval. [99], [100].

10) Semantic (J): It is helpful to improve the quality
of clustering results by integrating semantic infor-
mation. This leads to complexity in the clustering
process, so it takes time to generate clustering results
effectively. [101], [102].

11) Pruning Strategy (K): Numerous patterns are gen-
erated using pattern mining algorithms. Pruning
strategies are required to prune and filter relevant
and informative patterns, a critical step in IR. [103],
[104].

12) Advanced Techniques (L): Approaches and ad-
vancements (machine learning techniques including
deep learning) can be integrated with cluster-based
IR using pattern mining for effective IR and to
overcome significant challenges. [105], [106], [107].

These challenges are compared to the cited articles; the
graphical representation is given in Fig. 6. It shows the
contribution of each research article to a specific challenge.
In cluster-based Information Retrieval with pattern-mining
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TABLE III. Performance Analysis of k-Means Clustering Algorithm (Execution Time)

Clustering Algorithm Dataset Data Source

Number of Iterations

Execution Time for No of Clusters

3 4 5
15 4.482 7.631 11.398
k-Means 20Newsgroups  kaggle 30 10208 8.767 16.416
42 4.127 10.379  14.557
50 4.735 8.049 11.622
72 3.084 11.296 12.1

13

k-Means(Document Clustering): K=3,4.5 : [terations v/fs Time in Seconds

16
14

12

IterationsfTime (s}
s
[==]

L= R R 1]

1 2

3

4

HSeriesl

4482

10.208

4.127

4.735

3.084

WSeries2

7631

8.767

10.379

2.049

11.236

Series3

11398

la4le

14.557

11522

121

Figure 4. Performance Analysis:Execution Time of k-Means

approach, weight and rank are proposed for high-quality
information retrieval. A major challenge of this approach
is generalization and support various form of data. Cluster-
based IR approach is also combined with advanced pattern
mining technique to identify the patterns, including maxi-
mal, rare, and closed for generated clusters for more accu-
rate information retrieval. Other machine learning technique
like deep learning model can also be used for more effective
and precise information retrieval from a high volume of
datasets.

Here are some potential future directions and opportu-
nities for information retrieval:

e User-level personalized information retrieval [108]

e Integration of heterogeneous data like text, image,
audio, and video [109]

e Use of advanced machine learning algorithms like
deep learning [110]

e Integration of multi-language and cross-language
searching [111]

e Instant on-demand, real-time result [112]
e Use of explainable artificial intelligence [113]
e Integration of blockchain for secure information ex-

change [114]

e Searching based on the semantics of the user’s
query [115]

6. Discussion

Information retrieval is a searching technique that re-
trieves relevant information from large and different forms
of data. Due to the tremendous use of the web, massive
amounts of data are increasing in various forms, such as
audio, video, image, etc. Cluster-based information retrieval
is an Information retrieval technique that improves search-
ing and retrieval. It overcomes the major IR problem by
generating clusters with similar data objects based on the
user query. Pattern mining-based information retrieval is
an approach that creates informative patterns and improves
information retrieval processes. It is suitable when tradi-
tional IR methods are not generating relevant searches.
Cluster-based Information Retrieval and pattern mining are
combined approaches that improve the effectiveness of
information retrieval systems and have the benefits of both
methods for more accurate, precise, and relevant infor-
mation retrieval. In this discussion, we have explored the
significant findings and challenges addressed by the infor-
mation retrieval approaches: cluster-based, pattern mining-
based, and clustering with pattern mining. These challenges
are addressed based on a literature survey, comparative
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analysis, and challenges discussed earlier section 2. These
challenges are related to computational complexity, cluster
quality, scalability, and high-dimensional data.

Clustering techniques are introduced to generate clusters
to retrieve information effectively and overcome these prob-
lems of traditional approaches. Quality, quick and correct
information is not retrieved using cluster based information
retrieval approaches against of the user queries. As per
the literature survey of various research articles of clus-
ter based, pattern mining based and clustering with pat-
tern mining for information retrieval, twelve major unique
challenges are addressed. These challenges are mentioned
using alphabets A to L which represents framework, multi
dimensionality, dynamic data, scalability, pattern selection,
data pre-processing, data mining (ML), ranking, weight-

ing, semantic, pruning strategy and advanced techniques
respectively. These challenges are summarized in Table I'V.
Major merits of this cluster based information retrieval are
relevant information generation by creating similar groups
or clusters, often scalable, provides visualization of the
retrieval, reduce redundancy in the generated results. Major
demerits of cluster based information retrieval are selection
of clustering algorithm based on the domain, loss of gran-
ularity, more complexity in case of scalable. According to
Table V, the areas with the least amount of research are the
general framework, pattern selection, weighting, semantic,
pruning strategy and advanced techniques (enhanced/hybrid
machine learning or deep learning) for cluster based infor-
mation retrieval approach. Compared to other issues these
issues have received less attention; therefore, more efficient
work is required to address them.
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TABLE IV. Challenges addressed in research article (Cluster-based)

Research A B D E

G H I J K L

[66] - -
[67] -

[68]
[69] -
[70] -
(71] -
[15] -
[16] -
[17] -
(18] -
(19] -
(20] -
(21] -
[72] -
(73] -
[74]
[75] -
[76] -
(22] -
(23] -
[24] -
[25] -
(26]
(27] -
(28] -

NI O O SR S R
S R AR RN

R R S QU R

T R R

o G g
GO

TABLE V. Challenges addressed in each research article (Pattern mining based)

Research A B D E

F G H I J K L

[33] -
[34]
[35] -
[36] -
[37] -
[38] -
[39] -
[77] -
(78] -
[79]
[80] -

IR
R AR L

v’
v’
v’
v’
v’
v’

According to the literature survey Researchers have
proposed cluster-based information retrieval with the in-
tegration of pattern mining approaches to overcome these
issues, where various clustering algorithms are integrated
with pattern mining algorithms. Many existing approaches
need to be revised for massive, high-dimensional datasets.
Works are also proposed to overcome these challenges
by mutually integrating ranking techniques with clustering
algorithms to improve the quality of generated clusters.
In this case, generated clusters are getting more accurate
and informative results. Many times a term weighting is a

v -
v’

v’
v - -
v’

ol g

significant and important task in the field of information
retrieval. The main objective of term weighting in IR with
cluster-based approaches with pattern mining is to improve
the performance evaluation regarding precision and recall.
A weighted rank also assigns the rank to some retrieval from
the datasets using various weighting and ranking functions.
Based on the user query, high/more weight is assigned to
repeated terms in IR. The problems for pattern mining-
based IR is shown in Table V. According to Table V, the
areas with the least amount of research are the general
framework, multi dimensionality, pattern selection, data
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pre-processing, weighting, semantic, pruning strategy and
advanced techniques (enhanced/hybrid machine learning or
deep learning) for pattern mining based approach. More
work is required to address these challenges in pattern
mining based information retrieval.

In short, weight and rank are proposed to integrate
with cluster-based IR using pattern-mining approaches for
high-quality information retrieval. Still, these proposed ap-
proaches must be generalized and should work for the data
types, including image, audio or video. Other advanced
frequent mining techniques can be integrated with a cluster-
based IR approach to identify the patterns, including max-
imal, rare, and closed for generated clusters in IR. Also,
different cluster-based techniques or other machine learning
techniques, including deep learning models, can be applied
for more effective and precise information retrieval from a
huge collection of datasets of various domains. The chal-
lenges associated with this hybrid approach are summarized
in Table VI. According to Table 4, the areas with the least
amount of research are the general framework, ranking,
weighting, semantic, pruning strategy and advanced tech-
niques (enhanced/hybrid machine learning or deep learning)
for cluster based information retrieval with pattern mining
approach. Great research and work is required to address
these challenges in cluster based information retrieval with
pattern mining.

In essence, more and more work is required to address
significant challenges for the three information retrieval
approaches discussed here. The focus should be on gener-
alized framework, ranking, weighting, semantics, pruning
strategy, and advanced techniques (enhanced/hybrid ma-
chine learning or deep learning). In the future, our work will
concentrate on information retrieval challenges for effective
and more precise searches.

7. CONCLUSION

The review article provides a comprehensive overview
of the IR domain by highlighting its basics, methodologies,
categories, and current trends. The work presented here
mainly covers three main categories of IR: cluster-based
information retrieval, pattern mining-based information re-
trieval, and hybrid approach. Moreover, this survey provides
valuable insights by exploring the recent research articles
and finding the strengths and limitations of each article.
This provides a platform to discover significant challenges
faced in the modern era of information retrieval. The inves-
tigation of evaluation criteria and bench-marking techniques
has greatly helped accurate performance assessment of IR
systems. We have also discussed the importance of machine
learning and deep learning techniques, which may play a
significant role in shaping the future of IR. Finally, the open
issues, challenges, and future directions are discussed. This
study clearly shows that Information Retrieval is a dynamic
field that changes quickly and has many real-world uses,
such as web search, digital libraries, and recommendation
systems. The work presented here gives newcomers and

researchers in the field a solid base. It also shows how
important it is to keep researching and coming up with
new ideas to deal with new problems and use Information
Retrieval to its fullest. Performance evaluation shows it
works well for small-scale document datasets with fewer
dimensions. Collaboration between science and enterprises
will help push the limits of IR and build next-generation
systems that meet the different needs of information seekers
worldwide.
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