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Abstract: This study explores the application of advanced AI models—Long Short-Term Memory (LSTM), Prophet, and SARIMAX—in 
predicting Bitcoin prices. It assesses the impact of incorporating sentiment analysis from sources like Twitter and Yahoo, processed through 
Large Language Models. The research aims to understand how sentiment analysis, reflecting investor sentiments and market perceptions, 
can enhance the accuracy of these forecasting models. The paper investigates the potential synergies and challenges in improving predictive 
performance by integrating qualitative sentiment data with quantitative financial models. The analysis compares the models’ accuracy with 
and without sentiment inputs, utilizing historical Bitcoin price data and sentiment indicators. This study's motivation is the growing 
recognition of investor sentiment's impact on market fluctuations, particularly in the highly speculative and sentiment-driven 
cryptocurrency markets. While robust in handling quantitative data, many studies claim that traditional financial models often fail to 
incorporate market sentiments. This paper also contributes to financial forecasting literature by offering insights into the benefits and 
complexities of combining traditional econometric models with sentiment analysis, providing a unique understanding of market dynamics 
influenced by investor behavior. The findings suggest that sentiment analysis can significantly refine forecasting accuracy, underscoring the 
importance of incorporating human sentiment and market perceptions in predictive models.

Keywords: Bitcoin forecasting, LSTM, Prophet model, SARIMAX, sentiment analysis, Large Language Models, financial models,
market dynamics, investor behavior, and predictive accuracy.

1. Introduction
Cryptocurrency, a digital or virtual currency employing

cryptography for security, has emerged as a revolution-
ary financial instrument in the contemporary economic
field [1]. Unlike traditional fiat currencies, cryptocurrencies
operate on decentralized platforms, primarily blockchain
technology, ensuring transaction transparency, security, and
immutability [2]. This innovation in financial technology
has challenged conventional banking and introduced new
paradigms for investment, trading, and wealth management
[3]. The significance of cryptocurrencies extends beyond
mere financial transactions [4]. Cryptocurrencies embody
the potential for creating a more inclusive global financial
system, reducing transaction costs, and enhancing the speed
and efficiency of cross-border transactions [5]. Furthermore,
the speculative nature of cryptocurrencies has attracted
immense interest from investors, leading to unprecedented
market volatility [6]. While presenting substantial risks, this
volatility also offers considerable opportunities for profit,
making the accurate prediction of cryptocurrency prices
highly valuable [7]. The ability to forecast cryptocurrency
prices accurately can lead to more informed investment
decisions, optimized trading strategies, and enhanced under-
standing of digital asset dynamics, contributing significantly
to the broader field of financial technology and economic
research.

In financial markets, the volatility and unpredictability
inherent to cryptocurrency present opportunities and chal-
lenges for investors and analysts alike [8]. Advanced com-
putational techniques and artificial intelligence (AI) have
opened new avenues for predicting market trends and asset
prices more accurately [9]. Among these, Long Short-Term
Memory (LSTM) networks [10], [11], [12], the Prophet
forecasting tool, and Seasonal Autoregressive Integrated
Moving Average with eXogenous inputs (SARIMAX) mod-
els have emerged as prominent methods for analyzing time-
series data, capable of capturing complex patterns and
seasonalities. These models, however, traditionally rely on
quantitative historical data, often overlooking the qualitative
aspects that significantly influence market dynamics, such
as investor sentiment and market perceptions, which are in-
creasingly manifested through digital platforms like Twitter
and Yahoo.

This study’s motivation is the growing recognition of
investor sentiment’s impact on market fluctuations, par-
ticularly in the highly speculative and sentiment-driven
cryptocurrency markets. While robust in handling quan-
titative data, many studies claim that traditional financial
models often fail to incorporate market sentiments. This gap
highlights the need for an investigation comparing the effect
of qualitative sentiment analysis on quantitative financial
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data to enhance predictive accuracy.

The problem lies in the limited capacity of existing
models to fully capture the multifaceted nature of market
dynamics, particularly in the context of Bitcoin’s price
volatility. While LSTM, Prophet, and SARIMAX models
provide a solid foundation for time-series forecasting, in-
corporating sentiment analysis may significantly enhance
their efficacy. The potential solution lies in leveraging
Large Language Models (LLMs) to process vast amounts
of textual data from platforms like Twitter and Yahoo,
translating qualitative sentiment into quantifiable metrics
that can augment traditional forecasting models.

Existing literature focuses on quantitative financial fore-
casting or sentiment analysis in isolation, with limited
exploration into their integration and claiming the results
can be remarkable. Some Studies in this domain often treat
sentiment analysis as a peripheral component, and others
treat it as a core predictive factor. There is a missing link in
understanding how sentiment analysis can alter forecasting
outcomes. Especially, when processed through advanced
LLMs and integrated with financial models. Moreover, the
methodologies for quantifying and integrating sentiment
remain underexplored.

In order to resolve this issue, and to explore a more
holistic approach to Bitcoin price forecasting, This pa-
per explores the effect of integrated sentiment, processed
through LLaMa-2, with LSTM, Prophet, and SARIMAX.
This integration aims to explore the predictive power of
both quantitative market data and qualitative sentiment
indicators. This may offer a comprehensive view of market
dynamics. This approach seeks to address the limitations of
existing models, enhancing accuracy and providing action-
able insights for stake holders.

This research aims to enhance the accuracy and reli-
ability of Bitcoin price forecasts by integrating sentiment
analysis with traditional financial forecasting models. To
achieve this, we have delineated three specific research
objectives:

• To evaluate the individual and combined predic-
tive performance of LSTM, Prophet, and SARIMAX
models on Bitcoin price data;

• To develop a methodology for quantifying investor
sentiment from digital platforms using LLMs and
integrating it into the forecasting models;

• To assess the impact of sentiment analysis on the
predictive accuracy of these models.

Correspondingly, the research questions are:

1) How do LSTM, Prophet, and SARIMAX models
perform individually and in combination in forecast-
ing Bitcoin prices?

2) What is the most effective methodology for quanti-
fying and integrating sentiment analysis into these
models?

3) How does the inclusion of sentiment analysis influ-
ence the predictive accuracy of these models in the
context of Bitcoin price forecasting?

2. Literature Review
The comprehensive examination of cryptocurrency price

prediction presents a vast research domain. Initially concep-
tualized as a decentralized digital currency, Bitcoin emerged
as a pioneering cryptocurrency, challenging traditional fi-
nancial systems and introducing a new digital asset class
[13]. Its inherent volatility, driven by speculative trading and
market sentiment, underscores the complexity of forecasting
its price movements, necessitating sophisticated analytical
models [14].

Traditional methods for predicting cryptocurrency prices
have been rooted in the principles of financial econometrics
and time-series analysis [15]. These methods draw on
techniques applied to more conventional asset classes like
stocks, bonds, and commodities [16]. These methodologies
rely on historical price data, trading volumes, and mar-
ket capitalization [8]. Such techniques employ statistical
models such as Autoregressive Integrated Moving Average
(ARIMA) and its variants to capture linear relationships
in the data [17]. These models assume the past price
movements can provide insights into future trends based
on market efficiency and the random walk hypothesis [18].
However, the volatile cryptocurrency market, with influence
of non-economic factors, poses significant challenges [19].
Their reliance on historical data and linear assumptions
limits their ability to capture nonlinear price movements
[20]. This led researchers to explore more flexible method-
ologies capable of capturing the complex dynamics of the
cryptocurrency [21]. Integrating Machine Learning (ML)
methods into cryptocurrency prediction represents a sig-
nificant departure from traditional approaches [22]. As-
suming ML can adapt to cryptocurrency markets’ volatile
and unpredictable nature [23]. Unlike the complex deep
learning architectures, ML algorithms offer a suite of tech-
niques. Which are capable of uncovering the relationships
in data that are not apparent [24]. Among these, Decision
Trees (DT) [25], Random Forests (RF) and Support Vector
Machines (SVM) [26] stand out for their application in
financial forecasting.

Venkat et al. [25] suggested that DT provide a straight-
forward method for capturing nonlinear relationships be-
tween market indicators. They segment the data subsets to
modeling of complex decision boundaries. RF enhanced the
accuracy of the model by reducing the overfitting that can
plague decision trees. According to Sivaram et al., [26],
SVM introduces another dimension to the predictive mod-
eling of cryptocurrency prices. By mapping input features
into high-dimensional space, SVMs find the hyperplane
that best separates data. As in this case, market move-
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Figure 1. The Overview of Employed Methodology

ments—maximizing the margin between them. This makes
SVMs particularly adept at actionable insight prediction.

Turner [27] described that ML techniques provide valu-
able tools for dissecting the patterns of cryptocurrency.
Their ability to learn from historical data without needing
pre-defined equations allows for a more flexible modeling
approach. Which can capture the essence of market dynam-
ics in a way that traditional models cannot [28]. Further-
more, LSTM have gained prominence in financial forecast-
ing for their ability of long-term dependencies in sequences
[29]. This is particularly pertinent to the cryptocurrency
market, where past price movements can provide insights
into future. Studies have demonstrated LSTM potential in
capturing the temporal dynamics and nonlinear patterns in
cryptocurrency [10], [11], [12].

The Prophet model, developed by Facebook, introduces
a different approach to time-series forecasting [30]. It
emphasize on the flexibility and ease of use. Its appli-
cation to cryptocurrency prediction has been marked by
the model’s robust handling of outliers and missing data
[31], [32]. Researchers have noted Prophet’s utility in
generating accurate forecasts for Bitcoin, showcasing its
adaptability to cryptocurrency [33]. Similarly, SARIMAX
extends the ARIMA model by incorporating seasonality and
external variables [34]. Which makes it adept at handling
complex financial time-series data influenced by many
factors [35]. In the context of Bitcoin, SARIMAX models
have been explored to account for external influences such
as market sentiment, regulatory announcements. Moreover,
macroeconomic indicators also explored to provide a more
comprehensive prediction of price movements [36], [37].

The advent of sentiment analysis has introduced a new
dimension to financial forecasting [38]. This comprises of
recognizing the impact of investor sentiment on market
dynamics [39]. By analyzing textual data from news, social
media, sentiment analysis seeks to understand the emotional
undertones of investor behavior [9]. This approach has been
increasingly integrated into cryptocurrency price prediction
models. Such methods aim to capture the sentiment-driven

volatility characteristic of these markets [40]. LLMs have
revolutionized sentiment analysis by providing unique in-
terpretations of large volumes of textual data [41]. These
models’ ability to understand context, sarcasm, and subtle
sentiment cues enhances the accuracy of sentiment extrac-
tion [42]. When applied to cryptocurrency news, LLM-
processed sentiment data can significantly enrich predictive
models. It can offer insights into the collective market
psyche and potential price movements [43].

Integrating quantitative forecasting models with qual-
itative sentiment analysis poses a novel research direction
[44]. It promises to enhance predictive accuracy by offering
a holistic view of market dynamics. Combining LSTM,
Prophet, and SARIMAX models with sentiment indicators
derived from LLMs presents a comprehensive approach to
cryptocurrency price prediction. It maybe helpful addressing
market behavior’s mathematical and psychological aspects
[45]. However, the fusion of sentiment analysis with tradi-
tional financial models presents methodological challenges,
particularly in quantifying and integrating sentiment data.
The reliability of sentiment analysis hinges on the quality
of the data sources and the sophistication of the processing
algorithms [46]. Moreover, the subjective nature of sen-
timent and its potential for rapid shifts poses additional
complexities for model integration [47].

Moreover, there exist conflicts about whether the in-
clusion of sentiment may increase the model’s ability to
enhance the prediction as stated by [48], [49], [50], [51],
[52]. Some researchers have opposed the idea and claimed
the reduction of results after sentiment inclusion [53],
[54], [55]. One side of researchers, suggest to include the
sentiment due to its evident representation of investor’s
interest. While other group oppose the idea due to the
subjective and unpredictable nature of news as it maybe
biased.

Despite these debates, the potential of sentiment-
augmented financial models for cryptocurrency price pre-
diction remains largely untapped. With existing literature
focusing predominantly on individual methodologies. Inte-
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grating sentiment analysis with models like LSTM, Prophet,
and SARIMAX offers a promising avenue for research, po-
tentially bridging the gap between quantitative data analysis
and qualitative sentiment interpretation in financial markets.
The evolving field of cryptocurrency price prediction shows
the need for innovative, integrated approaches that leverage
data-driven models and sentiment analysis. This research
domain presents a fertile ground for exploring the synergies
between quantitative financial forecasting and qualitative
sentiment assessment, aiming to enhance the accuracy and
reliability of cryptocurrency price predictions.

3. Methodology
Our methodology encompassed a comparative analysis

of three predictive models: LSTM, Prophet, and SARI-
MAX. Initially, these models were trained exclusively on
historical financial data about Bitcoin, encompassing met-
rics such as price and trading volume. Subsequently, a
second training phase incorporated another variable: the po-
larity of Bitcoin-related news articles, serving as a proxy for
market sentiment. This polarity was derived from sentiment
analysis conducted on the content of news articles, classified
as either positive or negative. The objective was to assess
the impact of integrating sentiment data on the predictive
performance of each model. Performance was quantified uti-
lizing MAPE and accuracy metrics to ascertain the impact
of incorporating sentiment analysis on the models’ forecast-
ing precision. Each model was applied to project Bitcoin
prices over 30 days in an autoregressive manner, allowing
for a dynamic evaluation of each model’s capability to
integrate and leverage market data and sentiment indicators
for enhanced predictive insights into Bitcoin’s future price
trajectory. The overview of the proposed methodology is
provided in 1.

A. Dataset
The dataset for this study was meticulously compiled

from two primary sources, focusing on Bitcoin news data
and blockchain information, to facilitate a comprehensive
analysis of Bitcoin price movements and their correlation
with market sentiments.

1) Bitcoin Blockchain Data
Parallel to collecting news data, Bitcoin blockchain

information was sourced from Blockchain.com, aiming to
augment the analysis with empirical market data. The
Blockchain.com API offered a comprehensive suite of mar-
ket data across several categories, including Currency Statis-
tics, Market Signals, Block Details, Mining Information,
and Network Activity. We used only the Volum and market
price features of this data. The market price over the time
is shown in the figure 2

2) Bitcoin News Data
The collection of Bitcoin news data was initiated from

crypto news-api.com, covering the span from January 1,
2021, to November 5, 2021. Given that the data from
crypto news-api.com predominantly consisted of article

Figure 2. The market price over time

summaries, a more detailed extraction was conducted utiliz-
ing the Python newspaper library to scrape the full content
of articles. This initial effort yielded a corpus encompassing
23,912 records.

A selection process was undertaken to ensure the infor-
mation’s relevance and credibility, focusing on retaining ar-
ticles from esteemed news sources known for their financial
reporting. This process resulted in a refined corpus contain-
ing 16,162 articles from sources including Forbes, CNBC
Television, Bitcoin Magazine, Yahoo Finance, Bloomberg
Markets and Finance, Reuters, Fox Business, Bloomberg
Technology, Coindesk, and CNBC.

3) Sentiment Analysis and Data Integration
A pivotal modification in processing the dataset was

applying a pre-trained Large Language Model (LLM) for
sentiment analysis tailored to the cryptocurrency domain.
The sentiment models were initially trained on a subset of
the news corpus, covering the period from January 1, 2021,
to June 6, 2021. After the training phase, these models
were employed to predict the sentiment of news articles
from June 7, 2021, to November 5, 2021. The sentiment
scores, aggregated daily, were then merged with the Bitcoin
blockchain data for a holistic view. Figure 3 shows the
combined dataset values over time.

Figure 3. The Combined dataset values over time

B. Long Short-Term Memory Networks
LSTM networks, a class of recurrent neural networks

(RNNs), are particularly adept at capturing long-term de-
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pendencies in time-series data due to their unique architec-
ture, which includes memory cells and gates that regulate
the flow of information. For Bitcoin price forecasting, the
LSTM model can be customized to incorporate time lags
that reflect the cyclical nature of market sentiments and
trading patterns. The equation for the LSTM unit, tailored
to this context, could be represented as follows:

Ct = ft ·Ct−1 + it · C̃t (1)

ht = ot · tanh(Ct) (2)

Where Ct is the cell state at time t, ht is the output vector, ft,
it and ot are the forget, input, and output gates, respectively,
and C̃t is the candidate cell state. This equation encapsulates
the LSTM’s ability to selectively remember or forget infor-
mation, which is critical for modeling the volatile nature
of the cryptocurrency market. In constructing the LSTM
model for Bitcoin price prediction, a methodical approach
was employed to transform the raw data into a structured
format amenable to time-series analysis. This entailed the
creation of sequences from the dataset, each comprising
a fixed number of consecutive data points, referred to as
the window size. The mathematical representation of this
sequence generation process is given by:

Xi = [x(i), x(i + 1), . . . , x(i + n − 1)] (3)

Yi = x(i + n) (4)

The LSTM architecture was designed to analyze these
sequences with two main layers, each containing 128 units.
Following each LSTM layer, a dropout rate of 0.2 was
implemented to mitigate overfitting by randomly omitting
a fraction of the units during training. The architecture
summary of the LSTM model is provided in figure 4.
The model was compiled with a learning rate of 0.0001,

Figure 4. LSTM Model Architecture details

chosen to allow for gradual and precise weight adjustments,
which is crucial in the volatile cryptocurrency market. The
optimization was performed using the mean squared error
loss function, which is suitable for the regression nature of
price forecasting. The final output of the model is produced
by a dense layer with a single unit, providing the predicted
Bitcoin price. This setup balances complexity with com-
putational efficiency, aiming for accurate and generalizable
predictions.

C. SARIMAX
The SARIMAX model extends the ARIMA model by

incorporating seasonality and external variables, making it
well-suited for forecasting Bitcoin prices where external
factors, such as regulatory announcements or technological
advancements, play a significant role. The equation can
represent the SARIMAX model for this application:

yt = ϕ1yt−1 + · · · + ϕpyt−p + θ1ϵt−1 + · · · + θqϵt−q

+ Φ1Yt−S + · · · + ΦPYt−PS + Θ1Et−S + · · ·+

ΘQEt−QS + Xtβ + ϵt (5)

In this equation, ϕ,Φ, θ,Θ represent the autoregressive
and moving average parameters for both non-seasonal and
seasonal components; yt and Yt denote the non-seasonal and
seasonal observations; ϵt and Et are the error terms; Xtβ
represents the exogenous regressors, capturing the impact of
external factors on Bitcoin prices; and S is the seasonality
period.

The model’s selection process was automated, utilizing a
statistical algorithm to discern the optimal parameter set that
best fits the data’s temporal structure. This algorithm ad-
justed the parameters iteratively, considering both seasonal
and non-seasonal components while incorporating external
regressors.

The model’s identification commenced with the training
data, including exogenous variables, acknowledging the
presence of seasonal fluctuations with a defined periodicity.
The algorithm pursued a systematic and efficient search
through the model space, guided by information criteria that
balanced model fit with parsimony, thus avoiding overfit-
ting. Throughout this procedure, the algorithm maintained
robustness by disregarding transient computational errors
and circumventing unnecessary warnings that might hinder
the iterative process. The section outcome is provided in
the figure 5.

The algorithm converged on a SARIMAX(0,1,0) con-
figuration with a seasonal periodicity of 30, indicative of
monthly effects, and determined that including an inter-
cept was not statistically justified. This model specification
reflects a reliance on differencing to stabilize the series.
It suggests that the dynamics of Bitcoin prices were best
explained without the need for additional autoregressive or
moving average terms in the context of the data provided.
Figure 6 plots standardized residuals over time. These are
the differences between observed and predicted values,
scaled to have zero mean and unit variance. The plot should
ideally exhibit randomness, indicating that the model has
captured the underlying data patterns well. If there were
discernible patterns or trends in the residuals, it would
suggest the model is not adequately accounting for all the
information in the data. The points fluctuating between
approximately -3 and +3 with no clear pattern suggest
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Figure 5. Automated Model Selection Process for SARIMAX

Figure 6. Automated Model Selection: Standardized Residuals over
time

that the model residuals are random, indicating a decent
model fit. Figure 7 shows a histogram of the residuals
along with a KDE, which is a smooth, continuous curve
estimating the distribution of the residuals. The orange line
represents a normal distribution (N(0,1)). This comparison
is critical as it allows us to assess the normality of the
residuals. An assumption in many regression models is
that residuals are normally distributed. A close fit between
the KDE and the normal distribution curve suggests that
the residuals approximate a normal distribution, which is
a desirable property and supports some of the model’s
underlying assumptions.

D. Prophet
Prophet is a forecasting tool designed for handling the

seasonalities and trends in time-series data, with robustness
to missing data and shifts in trend. The Prophet model can
be customized for Bitcoin price prediction to account for
weekly and yearly seasonality, reflecting the trading vol-
ume fluctuations and macroeconomic factors affecting the
cryptocurrency market. The core equation for the Prophet

Figure 7. Automated Model Selection Process: histogram of the
residuals (in blue) along with a KDE (in green)

model, modified for this application, might be:

y(t) = g(t) + s(t) + h(t) + ϵt (6)

Here, g(t) represents the trend component, capturing
long-term movements in Bitcoin prices; s(t) accounts for
seasonal effects; h(t) represents the holiday effects, which
could be significant during periods of high trading activity;
and ϵt is the error term. This equation highlights Prophet’s
flexibility in adapting to the unique temporal structures of
the Bitcoin market.

E. Auto Regressive Predictions
The study employed an autoregressive framework to

forecast Bitcoin prices over 30 days utilizing LSTM,
Prophet, and SARIMAX models. This method was initiated
with the last observed data sequence, to sequentially predict
daily value, and each prediction was incorporated into the
sequence for subsequent forecasts. Random perturbations
for exogenous features and an inverse scaling transfor-
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mation ensured the projections were usable. The process
was reiterated across all models to evaluate their predictive
capabilities.

Algorithm 1 Autoregressive Prediction for Bitcoin Prices

Require: model, s0, N, scaler f eature, scalertarget
Ensure: predicted prices

1: p← [ ] ▷ Initialize predictions list
2: s← s0 ▷ Set initial sequence
3: for i← 1 to N do
4: ŷ← model.predict(s)
5: s← updateS equence(s, ŷ) ▷ Incorporate predicted

value into sequence
6: p← append(p, ŷ) ▷ Store the prediction
7: end for
8: pinv ← scaler−1

target(p) ▷ Inverse transform predictions
9: return pinv

10: function updateS equence(s, ŷ)
11: snew ← Shift(s,−1) ▷ Shift sequence left
12: snew[end]← ŷ ▷ Insert new prediction
13: snew[end − 1]← randomValue() ▷ Random value

for exogenous feature
14: return snew
15: end function

F. Llama-2
LLaMA-2 is leveraged to understand the sentiment in

each article and classify it as either positive or negative.
This involves feeding the article into LLaMA-2, which then
processes the information and outputs a sentiment score.
The model’s architecture allows it to grasp the contextual
meaning of words and phrases. Considering the uniqueness
of financial terminology and market-related discussions it
can be helpful.

The sentiment analysis process can be conceptualized
in steps, starting with the input text (the news article)
and culminating in a sentiment score. This score is then
used to classify the article’s sentiment. While the internal
workings of LLaMA 2 involves complex interactions of
neural networks, the overall process can be simplified into
an equation that represents the sentiment classification task:

S (article) = f (LLaMA2(article)) (7)

Where S (article) denotes the article’s sentiment score.
LLaMA2(article) represents feeding the article into the
LLaMA 2 model. f (·) is a function that interprets the output
of LLaMA 2 to assign a sentiment score, typically within
a range, e.g., [0, 1], where 0 might indicate a completely
negative sentiment and 1 a completely positive sentiment.

The quantification of sentiment from LLaMA 2’s output
involves mapping the model’s linguistic analysis onto a
numerical scale representing sentiment polarity. This could
involve simple thresholding, where outputs above a certain

value are considered positive, and those below are deemed
negative, or a unique mapping considering the degree of
sentiment expressed.

4. Results and Analysis
A. Without Sentiment Analysis

Figure 8 illustrates the performance of an LSTM model
in predicting Bitcoin prices. The blue line represents actual
prices, while the red line depicts the model’s predictions
over 100 epochs. The MAPE of 15.59% indicates the aver-
age deviation between the predicted and exact prices, with
a lower percentage representing a more accurate model.
Meanwhile, an accuracy measure of 84.405% suggests that
the predictions align closely with the actual prices most of
the time.

Figure 8. Results of LSTM model without sentiment analysis

The disparity between the two lines indicates the
model’s predictive capability. The red line (predicted prices)
does not perfectly mirror the blue line (actual prices), which
is common in real-world forecasting scenarios. Despite this,
the model captures the general trend of the Bitcoin price
movement with some lag and variance.

Figure 9. Results of Auto-Regressive prediction for Next 30 days

Figure 9 depicts actual versus predicted market prices
over time steps. The continuous line represents the historical
price data up to a certain point, after which the dashed
line indicates the model’s 30-day forward predictions. After
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the historical data ends, the divergence between the two
lines demonstrates the model’s predictions deviating from
the actual trend observed in the earlier data. This variation
signifies the model’s challenges in capturing future price
movements over an extended time without the inclusion of
sentiment analysis. Figure 10 showcases a Prophet model

Figure 10. Results of Prophet model without sentiment analysis

results without incorporating news sentiment. A MAPE of
13.732% indicates the model’s predictions are, on average,
about 13.73% away from the actual prices, which measure
forecast accuracy, with a lower value being preferable. The
accuracy is reported to be 86.267%, suggesting that the
model’s predictions align closely with the actual prices
for most of the data points. These results reflect the
model’s capability to track market trends and predict future
prices with a reasonable degree of reliability. Figure 11

Figure 11. Results of Auto-Regressive prediction for Prophet Next
30 days

shows the Prophet model’s forecast for Bitcoin market
prices over a future 30-day period, compared with the
historical price data. The solid line indicates the actual
prices leading up to a delineated point, whereas the dashed
line represents the model’s predictions extending into the
future. The projections show a trend, but as they diverge
from the historical data, the model’s capacity to capture
and extend the real-world trajectory of Bitcoin prices into
the subsequent 30 days is brought into focus. Figure 12
reflects the performance of the SARIMAX model used

Figure 12. Results of SARIMAX without sentiment analysis

for predicting Bitcoin prices without sentiment analysis
as an input. The MAPE stands at approximately 13.28%,
indicating the average error rate of the model’s predictions
compared to the actual prices. An accuracy of about 86.72%
suggests that the predicted prices generally follow the trend
of the actual prices but with some degree of error. The
predictive line demonstrates a consistent path, which likely
means the model captures the average level but not the
volatility in the actual prices. This points to a need for the
model to account for more variability or possibly include
additional inputs, such as sentiment data, to improve pre-
diction alignment with the actual price movements. Figure

Figure 13. Results of Auto-Regressive prediction for SARIMAX
Next 30 days

13 shows the actual market price of Bitcoin and its forecast
over the next 30 days using the SARIMAX model. The
historical data shows the variability and trends that the
model attempts to capture. The forecast indicates a flat
projection, suggesting the model’s parameters might be
optimized for a mean value rather than capturing future
trends or seasonal effects. The stability in predicted prices
contrasts with the historical volatility, indicating potential
model limitations or the absence of influential variables,
such as market sentiment, that could improve the forecast.

B. With Sentiment Analysis Included
Figure 14 shows the outcome of using an LSTM model

for Bitcoin price prediction, incorporating sentiment anal-
ysis. The MAPE is approximately 12.75% , indicating the
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average error between the predicted and actual prices. An
accuracy of around 87.25% suggests that the predictions are
closely aligned with the exact prices. Including sentiment
analysis enhances the model’s predictive performance, re-
sulting in a closer fit to the actual price movements than
the results without sentiment data.

Figure 14. Results of LSTM model with sentiment analysis

Figure 15 indicates the performance of an LSTM model
with sentiment analysis included for predicting the future
market prices of Bitcoin over 30 days. The actual price trend
ceases at a specific point, after which the predicted prices
continue. The forecasted trend shows some fluctuations but
generally remains lower than past prices. It suggests that
while the model may capture some market movements, it
has a conservative prediction bias over this extended time
frame. This illustrates the model’s predictive behavior when
it incorporates sentiment analysis, reflecting its effort to
account for the impact of market sentiment on future prices.

Figure 15. Results of Auto-Regressive prediction for Next 30 days

Figure 16 represents the outcomes of applying the
Prophet model to predict Bitcoin prices, with sentiment
analysis included as a factor. The MAPE is approximately
28.04%, indicating that the predictions deviate from the
actual values by this percentage on average. An accuracy
of roughly 71.96% suggests the model’s ability to track
the direction of price movements to a certain extent but

with notable room for improvement. These statistics reflect
the model’s performance in incorporating sentiment data to
inform its predictions, evidenced by the deviation of the
predicted trend from the actual price movements.

Figure 16. Results of Prophet model with sentiment analysis

Figure 17 displays the actual and forecasted Bitcoin
prices, with the forecast extending for the next 30 days,
utilizing a Prophet model that includes sentiment analysis.
The actual prices show the known market data up to a
delineation point, beyond which the model’s predictions
are plotted. The forecasted values indicate the model’s
estimation of future prices, with sentiment analysis incor-
porated as a variable to potentially capture the influence of
market sentiment on price movements. The plot suggests a
divergence between the historical trend and the projected
values, which might highlight the model’s conservative or
less volatile prediction of future prices when extending the
forecast. Figure 18 displays the outcome of a SARIMAX

Figure 17. Results of Prophet’s Auto-Regressive prediction for Next
30 days

model that incorporates sentiment analysis for Bitcoin price
prediction. However, the reported metrics ’Test MAPE’
and ’Accuracy’ are extremely low. Moreover, the graph
presents a steady predicted price line, which does not reflect
the actual price movement’s variability, indicating that the
model did not capture the volatility effectively.

Figure 19 presents the results of a SARIMAX model
utilizing sentiment analysis to predict Bitcoin market prices
for the next 30 days. The actual price data is shown
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Figure 18. Results of SARIMAX model with sentiment analysis

up to a certain point, where the autoregressive prediction
begins. The predicted prices indicate the model’s forecast
for future values, showing noticeable deviation from the
actual observed prices leading up to the prediction point.
This suggests that while the model can predict the general
direction of prices, the exact future prices are likely to
vary significantly from the model’s predictions. Sentiment
analysis aims to incorporate market sentiment into the
forecast, potentially capturing influences on prices beyond
past prices alone. However, the graph reflects the inherent
challenge of accurately forecasting market prices over an
extended period.

Figure 19. Results of Auto-Regressive prediction for Next 30 days

5. Discussion and Comparative Analysis
A. The Impact of Sentiment

The comparison of accuracy with and without senti-
ment analysis is provided in figure 20. In the comparative
analysis of LSTM, Prophet, and SARIMAX models, senti-
ment analysis has yielded insightful divergences in model
performance. The LSTM model demonstrated a discernible
enhancement when supplemented with sentiment data. This
was evidenced by a reduction in MAPE from 15.59%
to 12.75% and an increase in accuracy from 84.405%
to 87.25%. Such improvements suggest that the LSTM’s
architecture facilitates learning from both immediate and
long-range dependencies in data. Moreover, it is well-
suited to integrating the additional nuances that sentiment
analysis provides. It is conceivable that the LSTM model

Figure 20. Results of Accuracy by Model and Sentiment Analysis

benefits from the richer, more complex representations of
market sentiment, which may correlate with subtle shifts
in market dynamics not fully captured by historical price
data alone. Conversely, the Prophet model exhibited a
counterintuitive trend; incorporating sentiment analysis led
to an increased MAPE of 28.04% and reduced accuracy
to 71.958%. The Prophet model, which emphasizes trend
and seasonality in its forecasts, may encounter complexities
when integrating sentiment analysis. The degradation in
performance could be attributed to the model’s potential
overfitting to sentiment features that do not have a direct
or consistent relationship with price movements. Moreover,
the underlying assumptions of the Prophet model might not
align well with the erratic nature of sentiment-driven market
reactions, leading to a mismatch between prediction and
actual price trajectories. The accuracy comparison with and
without sentiment analysis is provided in the figure 21.

Figure 21. Results of Mean Absolute Percentage Error by Model
and Sentiment Analysis

The SARIMAX model’s relatively stable performance
without sentiment analysis, indicated by a MAPE of 13.28%
and an accuracy of 86.72%, did not translate into improved
forecasting with the inclusion of sentiment data. This model,
which is adept at handling external variables through its
autoregressive structure, might not be as effective in cap-
turing the predictive signals from sentiment data. This could
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be due to the complex interplay of sentiment indicators
with traditional financial metrics, which the SARIMAX
model may not adequately parse, potentially due to model
constraints in capturing nonlinear relationships or the over-
simplification of sentiment data.

The behavior of these models can be further dissected
by considering their structural foundations. The LSTM’s
neural network framework is inherently more flexible and
adaptable to new forms of data, such as those derived
from sentiment analysis. In contrast, SARIMAX’s reliance
on specified lags and moving averages may not capture
the immediacy and volatility of sentiment shifts. Prophet’s
performance dip with sentiment data suggests a potential
for model over-parameterization, where the additional senti-
ment variables introduce noise rather than predictive power,
pointing towards the need for careful feature selection and
model regularization.

These findings illuminate the complexities of integrat-
ing sentiment analysis into predictive models for financial
data. The congruence between model architecture and the
characteristics of sentiment data is a determining factor in
its success. As such, these insights call for a deeper inves-
tigation into model architectures and sentiment inclusion.

B. Auto Regressive Prediction for 30 Days
In the second part of experiment, we examined the au-

toregressive forecasting capabilities of the LSTM, Prophet,
and the SARIMAX models. We particularly focused on
the ability to project Bitcoin prices into the future 30
days. This provides insights into each model’s adeptness
in extrapolating trends and capturing the volatility of the
cryptocurrency.

The LSTM model, when employing sentiment analysis,
presented a conservative bias in its predictions. It is evi-
denced by the forecasted trend remaining consistently lower
than the actual historical prices. This might be due to the
LSTM’s intrinsic characteristics, prioritizing learning from
historical data patterns. While adding sentiment analysis
imbues LSTM broader contextual understanding. It also
introduces a degree of cautiousness, likely due to the
variable nature of data. This cautious approach, although
beneficial in mitigating risk, might limit the model’s ability
to capture sudden market upswings.

Contrastingly, the Prophet model’s autoregressive fore-
casts revealed a notable deviation from the historical price.
which shows a significant challenge in accurately extending
real-world market dynamics into the future. The model
designed for capturing seasonality might struggle with the
erratic movements of Bitcoin prices. The observed diver-
gence suggests that while the model can grasp the general
direction of price movements, its predictions become less
reliable over an extended time. It is particularly when
integrating the less predictable sentiment data.

Even with sentiment analysis, the SARIMAX model’s

flat projection in its 30-day forecast underscores a potential
limitation in capturing future trends, unfortunately showing
no improvement in the its accuracy. This stability, while
indicative of the model’s robustness to short-term volatility,
also highlights its potential inadequacy in anticipating long
term market shifts. The model’s parameterization, optimized
for capturing mean values, might not account adequately
for sentiment-driven aspects of the cryptocurrency market.
Which can significantly influence price trajectories over
time.

These observations underscore the inherent complexities
and challenges in utilizing autoregressive models for long-
term financial market predictions. While offering a unique
perspective by incorporating market sentiment. Integrating
sentiment analysis introduces additional layers of com-
plexity and unpredictability. This analysis sheds light on
the predictive capabilities and limitations of each model.
Moreover, it highlights the relationship between historical
price data and sentiment in forecasting future market be-
haviors. As such, these insights emphasize the need for
a balanced approach that carefully considers each model’s
unique characteristics.

C. Comparative Analysis
Results compared with the extant literature to draw

parallels, divergences, and unique contributions. Our study’s
findings, particularly the augmented performance of the
LSTM model upon the integration of sentiment analysis,
resonate with the assertions posited by literature [48], [49],
[50], [51], [52]. These studies have previously underscored
the potential of deep learning frameworks to synthesize
diverse data streams effectively. For instance, including
sentiment metrics may enhance predictive accuracy [52].
The LSTM is especially adept at assimilating the unique
layers of sentiment data, thereby enriching the model’s
forecasting ability [49]. This is due to its architectural pro-
clivity for processing sequential data and capturing temporal
dependencies. This observation corroborates the utility of
sentiment analysis in financial forecasting. Moreover, it also
highlights the LSTM model’s structural suitability for such
integration.

Conversely, the attenuated performance observed in the
Prophet model with the inclusion of sentiment analysis
deviates from the optimistic outcomes anticipated by Mohan
et al. [53], Wenyang, et al. [55]. These authors have extolled
the Prophet model for its adaptability and robust handling
of data anomalies. Our findings introduce a unique coun-
terpoint to this narrative, suggesting that while the Prophet
model is inherently flexible, its performance is contingent
upon the data’s uniformity and predictability. The unpre-
dictable Bitcoin with intrinsic volatility of sentiment data,
likely introduces stochasticity that challenges the Prophet
model’s ability.

Moreover, the SARIMAX model’s conservative fore-
casting approach, particularly evident in its autoregressive
projections matches the research of Fuad, G. [56]. More-
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over, Rodriguez [54] also showed concerns regarding the
challenges inherent in forecasting financial markets if it is
combined with sentiment for models like SARIMAX. While
potentially advantageous in stabilizing more predictable
markets, SARIMAX falls short in cryptocurrency trading
[57]. As the market dynamics are in constant flux, influ-
enced by an array of factors including investor sentiment
and regulatory changes.

Interestingly, our findings diverge from the more opti-
mistic perspectives by [58], [59]. They advocated for the
unmitigated efficacy of sentiment analysis in bolstering
model forecasts [59]. Particularly the results of the Prophet
model, suggest that the integration of sentiment data does
not enhance predictive performance. This divergence hints
at a potential misalignment between the market reactions
driven by sentiment and the inherent forecasting capabilities
of the model.

D. Limitations
When examining the models’ capacity to extend predic-

tions into the future, unveils distinct model-specific behav-
iors. The LSTM model, for instance, exhibits a conservative
bias in its long-term forecasts, even with the inclusion
of sentiment analysis. This confirmed the results of [60].
However, [12] hold the contradicting views. This tendency
might limit the model’s ability to capture potential market
upsurges catalyzed by positive sentiment. Such insights add
granularity to our understanding of each model’s predictive
dynamics. As such, it shows the complex relationship
between historical price, sentiment analysis, and model
architectures.

These results contribute to financial forecasting literature
by explaining the unique effects of sentiment analysis across
different predictive models. Moreover, it sheds light on the
unique dynamics that govern long-term market predictions.
These insights demand further exploration, particularly in
refining model-specific methodologies. The Data was lim-
ited in terms of years which is one of the significant
limitations we faced in this experiment. If we employ the
longer version of the data the results are remarkable as
depicted in figure 22. For future work using the longer
Financial data with sentiment data may bring some more
insights. This research, while challenging will be paramount
in advancing the frontiers of financial forecasting, especially
in cryptocurrencies.

E. Recommendations
In light of the findings, several avenues for future

exploration emerge, particularly in financial forecasting and
investment strategy optimization. One promising direction is
the integration of predictive models with sentiment analysis
into the broader portfolio optimization framework [61].
Traditional portfolio optimization strategies could signifi-
cantly benefit from the unique market insights by sentiment
analysis. Traditional portfolios often rely on historical price
data and conventional financial metrics thereby enhancing
the decision-making process for risk management.

The concept of portfolio optimization is rooted in
Markowitz’s Modern Portfolio Theory (MPT), and involves
creating an ’efficient frontier’ [62]. This represents a range
of optimum investment groupings that deliver the highest
expected return for a specified risk level, or the lowest risk
for a predetermined return. Introducing predictive analytics
into this concept might enhance the strategy for assem-
bling investment portfolios. It considers not only past asset
volatility and inter-asset relationships but also projections
of market moods and patterns. This approach might be
especially beneficial in the highly volatile and sentiment-
sensitive cryptocurrency markets. By predicting upcoming
price changes and shifts in the market, investors might
be able to more effectively foresee market changes. This
allows for the optimization of their investment groupings to
either maximize predicted profits or protect against expected
losses.

Furthermore, applying predictive models in portfolio
optimization could extend to algorithmic trading. thus, trad-
ing decisions are made automatically based on predefined
criteria derived from model outputs. Integrating sentiment
analysis could add a layer of sophistication to trading al-
gorithms, enabling them to respond to qualitative sentiment
signals. For instance, a trading algorithm could be designed
to increase its exposure to certain assets in anticipation of
positive sentiment trends. It may reduce its position in assets
facing negative sentiment headwinds.

However, integrating sentiment analysis and predictive
modeling into portfolio optimization and algorithmic trad-
ing is challenging. The volatility in sentiment data, the
potential for overfitting, and the need for real-time data
processing must be addressed. Moreover, cryptocurrency
markets’ non-stationary and speculative nature demands
robust risk management strategies. In order to mitigate the
potential downsides of sentiment-driven investment deci-
sions.

6. Conclusion
This comprehensive study examines the efficacy of

leveraging sentiment analysis alongside traditional predic-
tive models in forecasting Bitcoin prices. This revealed
unique insights into how each model assimilates sentiment
data, subsequently impacting their predictive accuracy and
forecasting capabilities. The LSTM model demonstrated
a notable enhancement in performance with the inclusion
of sentiment analysis, underscoring the model’s inherent
flexibility and suitability for integrating complex, multidi-
mensional data. Conversely, the Prophet and SARIMAX
models exhibited varied responses to sentiment data inte-
gration, with the Prophet model showing a decrease in pre-
dictive accuracy, suggesting potential challenges in aligning
sentiment-driven market dynamics with the model’s fore-
casting mechanisms. The autoregressive forecasting analysis
further illuminated the models’ capabilities and limitations
in extending predictions over a 30-day period. Here, the
conservative forecasting nature of the models, particularly

http:// journals.uob.edu.bh

12

http://journals.uob.edu.bh


Int. J. Com. Dig. Sys. , No. (Mon-20..)) 201

Figure 22. The Perfect Results of LSTM when Trained on the Long-Term Data (2017 - 2024)

SARIMAX, highlighted the inherent challenges in capturing
the volatile tendencies of cryptocurrency markets.

Our study contributes to the literature on financial
forecasting by providing empirical evidence on the value
and complexities of incorporating sentiment analysis into
predictive models. As the financial field continues to evolve,
the need for sophisticated, data-driven forecasting models
has never been more pronounced. Our research highlights
the potential of combining quantitative and qualitative data
to enhance forecasting models. It paves the way for more in-
formed and strategic decision-making in financial markets.
It extends the theoretical foundations of economic forecast-
ing and offers practical insights for investors, traders, and
policymakers.
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