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Abstract: This groundbreaking research proposes implementing a state-of-the-art monitoring system designed to evaluate the 

structural cohesion of scientific journal manuscripts and generate accurate sentence interpretations. By utilizing Natural Language 

Processing (NLP) and the power of Machine Learning (ML), this research aims to answer how authors can know their consistency in 

writing papers by self-detecting. This system provides accurate comparative analysis results and sentence interpretation ratios to 

measure author consistency in writing journal manuscripts or papers. By using natural language processing (NLP) as a pre-

processing stage and applying the Term Frequency-Inverse Document Frequency (TF-IDF) as a determinant for vectorization by 

dividing two vectors, this study uses Support Vector Machine (SVM) for predictive classification in machine learning. It uses Cosine 

Similarity (CS) to distinguish the similarity of sentences. The results were staggering: the study achieved an 83.94% accuracy rate 

for relevance consistency in content comparison analysis, supported by the activation of 2485 journal datasets, with a yield of 

0.740402 obtained from convolution optimization. This remarkable achievement has the potential to revolutionize academia by 

improving the efficiency and quality of writing, providing easy-to-understand information for novice researchers trying to write 

scientific papers. By implementing this monitoring system, researchers can ensure that their manuscripts are structurally cohesive 

and consistent and can enjoy the benefits of a more efficient and smooth writing process, resulting in better quality research and more 

impactful publications. 
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1. INTRODUCTION  

One important aspect of academic requirements is 

writing scientific journals [1]. It requires the ability to 

write and independent analytical skills[2]. Peer review is 

carried out to assess the consistency of authors, which is 

meticulously analyzed and compared based on available 

journal content. A system is built to generate comparative 

analysis with percentage values, which is presented with 

sentence meaning to provide accurate information. 

Machine Learning (ML) is used to perform classification 

training to determine the features to be classified based on 

the dataset[3].  

Keywords are identified as a structural framework for 

locating texts with resemblances[4]. The parameters used 

in determining this consistency analysis are the content in 

scientific journal manuscripts: Title, Abstract, 

Introduction, and Conclusion in manuscripts for 

submission to the publication service provider. This built 

system can also be used for journals or proceedings if 

readers need information about sentence meaning and the 

consistency of authors in writing scientific journal 

manuscripts. The documents used include scientific 

journal documents in English using the Institute of 

Electrical and Electronics Engineers (IEEE) and 

Association for Computing Machinery (ACM) writing 

formats. 

In the field of Natural Language Processing (NLP), 

various studies have been conducted to assess the 

consistency of newspapers and analyze sentence 

coherence similarity in Japanese text with the help of 

techniques such as Term Frequency-Inverse Document 

Frequency (TF-IDF) and semantic similarity measures. 

These methods have achieved an accuracy of 68.02% and 

74.82% respectively. Other related writings propose a 

new approach to evaluating text similarity in a short text 

mining framework designed explicitly to evaluate the 

maintenance of electric inventory lists [6]. The main goal 
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is to develop a text processing framework that can 

optimize accuracy to 77.23%. 

The use of machine learning methods for analyzing 
thematic consistency in articles has been conducted by 
researchers in the past [7]. They focused on a system 
model that could identify topic continuity from 50 
documents and successfully achieved a 54.98% continuity 
of different topics and fields. Exploring the application of 
machine learning techniques in classifying scientific 
articles' structure and writing style has also been done [8]. 
This was to differentiate writing patterns with varied 
styles. Additionally, researchers have used algorithms to 
optimize text classification by adding Support Vector 
Machine (SVM) to classify the unique language of articles 
on a large scale [9]. Based on this, it is proven that 
consistency is essential in creating a system, just as 
consistency in writing is necessary to represent and 
convey information effectively in a scientific journal 
manuscript [10]. Natural Language Processing (NLP) can 
also generate abstractive summaries based on research in 
2020 with an accuracy rate of 80.46%. 

The attempt to construct a system employing natural 

language processing to analyze the consistency of authors 

in academic writing. We propose an innovative approach 

to evaluate sentence similarity and textual meaning 

between the contents of journal manuscripts. By using 

NLP to process natural language that readers more easily 

understand through preprocessing[11], followed by the 

use of vectorization with two vectors using TF-IDF for 

weighting the text, the SVM algorithm is employed for 

machine learning classification using parameter context 

from an integral part of the model, influencing the model's 

performance [12].  

Advancements in science and technology have had a 

significant impact on various aspects of human life, 

including academic writing. Writing scientific journal 

manuscripts and other academic documents requires 

independent writing and analytical skills, with consistency 

being a crucial assessment observed in the peer review 

process. To address this challenge, researchers have 

developed a system that utilizes Natural Language 

Processing (NLP) and Machine Learning (ML) techniques 

to automatically analyze and evaluate the consistency of 

scientific journal manuscript writing. The Cosine 

Similarity algorithm is one such technique that can 

determine the similarity in sentences composed of text to 

produce weighted sentence meaning. These techniques 

have been implemented on a comprehensive academic 

text dataset, and the findings suggest that integrating these 

algorithmic methods dramatically improves the analysis 

of author consistency and enhances the comprehension of 

sentences in academic texts. 

The analysis is conducted by building a system that 

utilizes Machine Learning (ML) classification techniques 

and Cosine Similarity algorithms to identify similarity 

within sentences found in journal manuscript, such as 

title, abstract, introduction, and conclusion. This method 

provides a concrete solution to support authors and 

journal editors in ensuring the consistency and quality of 

submitted manuscripts. Additionally, this system can be 

widely applied to various types of journals and 

proceedings, thereby enhancing the overall quality of 

scientific publications. 

This research indicates that integrating these 

algorithmic methods dramatically improves the analysis 

of writing consistency and enriches the understanding of 

sentences in academic texts. The contribution of this 

research is significant in understanding and enhancing the 

consistency of scientific journal manuscript writing and 

can provide valuable guidance for researchers and 

practitioners in improving the quality of academic writing. 

2. RELATED WORK 

They conducted a study using TF-IDF and TextRank 

algorithms to extract keywords from English news texts. 

The research evaluated the algorithm's performance using 

the Sina News Corpus and reported average macro values. 

The study showed that the combination of TF-IDF and 

TextRank algorithms performed comparably to 

conventional algorithms regarding performance 

parameters and extraction impact.  

It provided a detailed explanation of the algorithms 

and application in keyword extraction from news articles. 

The proposed algorithm integrated TextRank and TF-IDF 

while enhancing the weight on titles, thus improving the 

effectiveness of keyword extraction, which is limited to a 

maximum of 800 words[13]. 

Clustered Indonesian articles from KNS&I 2017 using 

word frequency and cosine similarity, achieving an 

accuracy of 69.8%. The system successfully grouped 

articles based on computer science and information 

system knowledge, with the most significant research 

publication in the "information management" cluster[14]. 

Highlighted that while natural language processing 

can aid in identifying ambiguities and incompleteness in 

software requirements, manual inspection remains 

necessary for ensuring accuracy and completeness. 

Combining manual inspection and natural language 

processing tools is the most effective approach to 

identifying nearly synonymous terms that can cause 

terminological ambiguity[15]. 

Note that the dataset used could have represented the 
overall population adequately, and measurement errors in 
data collection or measured variables could have affected 
the accuracy of the results. Subjectivity in evaluating 
keyword extraction method performance could lead to 
different interpretations[16]. They highlighted the 
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simplicity and efficiency of cosine similarity in 
calculating similarity, supporting its application in 
considerable data classification efforts for economic 
journals and providing significant benefits in managing 
and organizing academic literature. Combining web 
scraping and text processing with cosine similarity 
demonstrates a more robust and accurate system for 
identifying and presenting relevant images. The study 
proved that cosine similarity can be compelling in text and 
image search relevance[17]. 

It is suggested that combining two standard text 
representation methods, Count Vectorizer and TF-IDF, 
provides a more comprehensive understanding of the 
text[18]. they discussed the measurement of sentence 
similarity for Bengali text summarization, exploring 
various methods and proposing a method using data 
collection, pre-processing, summarization maker, and 
applying similarity measurement methods like cosine 
similarity, achieving an accurate text similarity rate of up 
to 71% for detecting the meaning of Bengali language 
similarity [19].  

It introduced semantic search, involving understanding 
the meaning behind user queries and not just matching 
keywords literally. NLP allows the model to understand 
sentence structure, entities, or topics in a text document 
using vector representation, word embedding, or other 
techniques to understand better the true meaning of words 
or phrases [20]. 

They utilized text mining to automate the 
identification of relevant information from claimed texts. 
Text mining demonstrated the ability to understand 
natural language through entity recognition, text 
classification, and information extraction, achieving a 
significant accuracy of 67.98% using NLP [21]. 

Indicated that NLP, used for understanding and 
analyzing essays, provides deeper semantic analysis and 
understanding using vector representation techniques. The 
model evaluating specific essay aspects accurately 
achieved 74.68% of the score. They discussed the 
challenges in understanding text messages in informal 
language or abbreviations, adding uncertainty and 
difficulty for systems due to ambiguous meanings, 
language variations, or handling vocabulary 
variations[22].  

3. METHODOLOGY 

The research commenced with compiling a specialized 
dataset contains 2.485 scientific journal documents within 
the informatics domain, which were indexed in Scopus 
and utilized in English. The dataset was divided into 2.237 
training data and 249 testing data. This specific dataset 
was gathered from various journal publishing institutions 
and aimed at assessing the relevance of the content 
provided based on title, abstract, introduction, and 
conclusion. Furthermore, the system to be developed in 

this research aims to predict the research scope from the 
input journal topics. Additionally, the system is equipped 
with sentence meaning interpretation, providing simple 
conclusions from the journals under study. 

Subsequently, the initial stage of the process involved 
pre-processing, which encompassed several stages, such 
as text cleaning, which is essential for eliminating non-
letter, non-numeric, and non-space characters from the 
data. This was followed by case folding, aligning diverse 
letter cases to lowercase. Tokenization was then 
performed, wherein the data from the journal documents, 
still in sentence form, were segmented into individual 
words to facilitate easier filtering and conversion of each 
word into its root form, along with vectorization to enable 
the processing of words in machine learning algorithms. 

The subsequent stage involved the implementation of 
class classification utilizing the support vector machine 
(SVM) method, integrated with Natural Language 
Processing (NLP). This machine learning model divided 
into two classes by determining the optimal hyperplane 
that separates the classes so that the margin (distance) 
between the hyperplane and the nearest points from each 
class (referred to as support vectors) is maximized. SVM 
is also employed for binary classification (two classes) but 
can be extended to multi-class classification. In the 
context of the constructed NLP, this classification task can 
classify documents into relevant categories or topics, 
facilitating content management systems or information 
retrieval while providing consistent similarity results and 
simple sentence interpretation. 

Constructed a framework to analyze the consistency of 
scientific journal manuscripts by classifying the title, 
abstract, introduction, and conclusion of the paper 
content. This text mining system aims to uncover author 
consistency to create a writing style, grammar, and 
writing structure that aligns with IEEE and ACM 
standards, using a large-scale corpus and assistance from 
the Arxiv dataset to make the dataset comprehensive. The 
corpus is beneficial for processing data from the database 
and journal manuscript documents. This process is used as 
a stage in building this research system. The study also 
focuses on improving accuracy and consistency analysis 
and how to accurately and efficiently understand sentence 
meaning. 

Calculations can be applied to obtain weights that 
correspond to text with substantial information skillfully, 
and these percentage results will also yield easily 
understandable sentence meaning. It starts with a dataset 
from scientific journals in related fields. NLP assists with 
the preprocessing stage in processing text with several 
phases: preprocessing, TF-IDF feature extraction, Corpus, 
SVM, and Cosine similarity. In this research, the text 
mining will involve a classification process to determine 
author consistency and sentence meaning with better 
accuracy. The steps in this experiment are shown in 
Figure. 1 
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Figure 1. Blok diagram from the NLP methodology. 

In this research, the prediction system and analysis of 
consistency similarity in the content of journal writing are 
combined, from which a simple conclusion is drawn from 
the journal documents used as objects. The scenario 
includes the Title, Abstract, Introduction, and Conclusion 
of the journal documents, which have been collected 
(downloaded) from several international journal 
publishing institutions indexed by Scopus. This approach 
aims to evaluate the system's ability to provide 
information with representative and responsible results 
easily understood by readers, enabling early and 
independent identification of the paper being prepared by 
the authors. By conducting this scenario, the effectiveness 
of the system in processing and providing accurate 
information in predicting papers can be assessed. 

This research scenario will involve the integration of 
several main methods: Natural Language Processing 
(NLP), used to process natural language, followed by the 
Term Frequency-Inverse Document Frequency (TF-IDF), 
which aims to assess the importance of a word in a 
document relative to a larger collection of documents. 
Support Vector Machine (SVM) is used for class 
classification, as described previously. Lastly, Cosine 
Similarity (CS) measures two vectors' similarity in 
multidimensional space. It is also used to compare the 
similarity between text documents, sentences, or words 
based on vector representations.  

Thus, the result will be in the form of percentage 
values from the analysis of the consistency of scientific 
journal content. A prediction of the informatics scope will 
be generated by entering the title of the journal, and, most 
importantly, a simple sentence interpretation will be 
produced to provide accurate information. This research 
aims to assess how well the system can overcome its 
challenges by testing various scientific journals and 
linguistic variations. This comprehensive evaluation is 
crucial to identify the strengths and weaknesses of the 
system to guide further development and improvement. 

A. The preprocessing stage 

1) Corpus 
A corpus gathers text or language data for linguistic 

analysis or language technology development. Novel 
corpus construction approaches aim to maximize targeted 
resources' coverage by collecting fragments from various 
sources. In this study, the corpus specifically focuses on 
English-language journal documents, particularly those 

related to informatics. The corpus comprises 2485 
collected and organized data to create a diverse and 
comprehensive database. Following the corpus 
construction process, the next step is the tokenization 
stage. In the preprocessing stage, involving text cleaning, 
case folding, stopword removal, and stemming, the text in 
the corpus will be divided into small units called tokens, 
such as words, symbols, or other language elements. This 
process is crucial as it enables the system to quickly 
comprehend and process the natural language used in 
journal documents. Tokenization is crucial in preparing 
natural language data for further Deep Learning 
processes. Further details regarding the composition and 
structure of the corpus used will be presented. More 
details about the composition and structure of the corpus 
used are shown in Figure 2. 

 

Figure 2. the composition and structure of the corpus used 

At this stage shows an example dataset with 2487 
rows and three column types to be processed. The first 
column indicates a set of journal titles or papers such as 
"Dynamic Backtracking," "Market-oriented Programming 
Environments for the Distributed Multicommodity Flow 
Problem," "Pattern Matching for Discourse Processing in 
Information Extraction from Japanese Text," "Solving 
Multiclass Learning Problems via error-correcting output 
codes." The second column contains summaries of 
journals or papers, and the third column contains the 
primary category, which covers the field of expertise or 
the scope of informatics. The system will search for the 
data or words above before preprocessing, and predictions 
will be made from the results that generate information. 
From the result, it is crucial to perform text preprocessing. 

2) Data Pre-Processing 
The preprocessing process is a stage that breaks down 

sentences or documents into pieces of words [23]. This 
stage plays a crucial role in Natural Language Processing 
(NLP), transforming text data into manageable units for 
further analysis. This preprocessing stage aims to obtain 
the root words by breaking them down into words or 
subwords. This process facilitates algorithms better to 
understand the structure and meaning of the text, resulting 
in more efficient and accurate NLP models. It starts with 
cleaning text, where data from scientific journal 
documents in characters other than letters, numbers, and 
spaces will be cleaned. Then comes the case folding stage, 
where data from scientific journal documents generally 
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have varied letter sizes and are standardized into 
lowercase entirely. Next is the tokenization stage, where 
data from scientific journal documents that are still in the 
form of sentences will be broken down into individual 
words or pieces per word, making it easier to filter and 
convert each word into its root form, and can be 
vectorized so that words can be processed in machine 
learning algorithms.  

The subsequent step involves the removal of 
stopwords or filtering the dataset that has been broken 
down into words to eliminate less useful or meaningful 
words, such as “right”, “in”, “which”, “with” and similar 
ones, ensuring that only significant words undergo 
processing in machine learning. The final stage is 
stemming, in which every word in each data row is 
reverted to its root form. Since the dataset processed in 
this study employs the Indonesian language, affixes are 
essentially stripped from each word. For instance, "eating" 
would be transformed into "eat", "hitting", "hit", 
"learning", into "learn", and so forth. 

B. Term Frequency – Inverse Document Frequency 

Term weighting is a process conducted to determine 
the weight of each word in a text. A term or word in a 
document is assigned a value based on how often the 
word appears in the text, known as term frequency. The 
higher the term frequency of a word in a document, the 
higher its weight, indicating a higher level of relevance. In 
terms of weighting, it is also essential to consider the term 
scarcity factor in the document. Words that rarely appear 
in several documents are considered more critical 
(uncommon terms) than words that frequently appear in 
many documents. Term weighting also considers the 
inverse document frequency factor, which considers the 
inverse frequency of documents containing that particular 
word [13].  

The TF-IDF (Term Frequency-Inverse Document 
Frequency) method is a term weighting technique 
commonly employed as a benchmark for comparison with 
newer term weighting methods. In this method, the weight 
of a term (word) in a document can be calculated by 
multiplying the Term Frequency value with the Inverse 
Document Frequency. Several formula variations can be 
applied to Term Frequency (TF), which can be outlined as 
follows equation (2) measures proportionately more than 
is customary. This measurement and others are deliberate, 
using specifications that anticipate your paper as one part 
of the entire proceedings, and not as an independent 
document. Please do not revise any of the current 
designations. 

• Binary TF (Term Frequency): Focuses on the 
presence of a word in a document, assigning a 
value of one if the word is present and zero if not. 

• Raw TF (Term Frequency): Assigns the TF value 
based on the number of word occurrences in a 
document. For example, if a word appears five 
times, the TF value will be five. 

• Logarithmic TF: Avoids the dominance of 
documents with few words in the query but high 
frequency by using a logarithmic scale 

tf = 1 +log( ft,d )        (1) 

• TF normalization: Applies a comparison between 

the frequency of a word and the total number of 

words in a document. 

tf = 0.5 + 0.5 × (
ft,d

max
{t'∈d} f

t',d

)   (2) 

 

While Inverse Document Frequency (IDF) is 

calculated using the formula. 

idfj=log (
D

dfj
)    (3) 

 

where, D = The number of all documents in the 

collection, dfj = number of documents containing 

the term tj. The general formula used in TF-IDF is a 

combination of formulas between raw TF and IDF 

by multiplying the term frequency (TF) value with 

the inverse document frequency (IDF) value. 

Inverse document frequency (IDF) value: 

wij= tfij×idfi    (4) 

 

wij= tfij×log (
D

dfj
)   (5) 

 

Where, Wij = weight of term tj against document di, tfij = 

number of occurrences of term term tj in document di. D 

= number of all documents in the databased dfj = number 

of documents containing the term tj (at least one word 

term tj) 

 
Displays the TF values for each term or word, where 

TF reflects the frequency of occurrence of each term or 
word in a document. For example, the word "system" 
appears once in document D1, once in document D2, 
three times in document D3, and twice in document 4. 
The TF calculation is carried out similarly for other 
words in the document. The next stage involves 
calculating the IDF values. 
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TABLE II.  TF-IDF calculation result 

Term/word 
TF 

IDF 
Bobot (W) = TF*IDF 

D1 D2 D3 D4 D5 D6 D1 D2 D3 D4 D5 D6 

System 1 1 3 2 0 0 log (
6

4
) =0.176 0.176 0.176 0.528 0.352 0 0 

Analysis 0 1 1 0 1 0 log (
6

3
) =0.301 0 0.301 0.301 0 0.301 0 

Document 0 0 1 0 0 0 log (
6

1
) =0.778 0 0 0.778 0 0 0 

similarity 0 0 1 0 0 0 log (
6

1
) =0.778 0 0 0.778 0 0 0 

Frequency 0 0 1 0 0 0 log (
6

1
) =0.778 0 0 0.778 0 0 0 

vectorize 0 0 1 0 0 0 log (
6

1
) =0.778 0 0 0.778 0 0 0 

consistency 0 0 1 0 1 0 log (
6

2
) =0.477 0 0 0.778 0 0.778 0 

In calculating IDF, it is necessary to determine the 
values of D and DF, where D is the total number of 
documents in the dataset. At the same time, DF is the 
number of documents containing the term (t). As an 
example, Table II, for the word "system," it is known that 
its DF value is 3, indicating that the word appears in 
document 3. Thus, the IDF value for the word "system" is 
0.301. 

Furthermore, Table II, shows that the word 
"Document" in document D3 has a TF value of 1 and an 
IDF value of 0.778. Thus, the calculated weight or TF-
IDF value for that word in D3 is 0.778. Once the TF and 
IDF values are obtained, the next step is to calculate the 
TF-IDF value or the weight value by multiplying the TF 
value with the IDF value. 

C. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a machine learning 

algorithm for classification and regression tasks. This 

algorithm belongs to the supervised learning category, 

requiring labeled data for training. SVM is known for its 

function to separate multiclass in feature space by finding 

the best hyperplane and maximizing the margin between 

them. Here are some key concepts related to SVM [20]. 

 
Figure 3. The hyperplane separates two classes, positive 

(+1) and negative (-1) 

The hyperplane SVM detects as shown in Fig. 3, Its 

position is between the two classes. This means that the 

distance of the hyperplane from the data points differs 

from the nearest (outer) class, marked by an empty 

positive circle. The outermost data points closest to the 

hyperplane in SVM are called support vectors. These 

support vectors are the most challenging to classify 

because positions almost overlap with the classes of other 

objects. Due to crucial nature, SVM only considers these 

support vectors when searching for the optimal 

hyperplane. 

With the following conditions, a hyperplane with a 

larger margin distance will be more accurate in 

classifying data groups than a hyperplane with a more 

significant margin distance. Classifying data groups than 

a hyperplane with a smaller margin distance. Distance. In 

the training stage, Support Vector Machine (SVM) 

usually looks for the hyperplane with the most significant 

margin distance, namely the Maximum Marginal 

Hyperplane (MMH). The hyperplane formula can be 

written as the equation below:  

w . xi+ b = 0    (6) 

where, w: weight vector, xi: i – th data, b: bias value. If 

the b value is considered as an additional weight w0 (6) 

can be written back like (7) 

w0+ w.xi=0    (7) 

If every point lies above the hyperplane, (6) and (7) is 

used. The SVM method divides the dataset into two 

groups, formulated as equation, where yi represents the 

class of the i-th data. The maximum margin can be 

measured by maximizing the distance value between the 

hyperplane and its closest point, i.e.
1

∥w∥
. Based on the 

above assumption, the hyperplane perfectly separates the 

two classes. However, this phenomenon only sometimes 

occurs in situations where the hyperplane cannot 

perfectly separate the classes. The inability to perfectly 

separate the two classes leads to non-compliance with the 

constraints imposed by the mathematical formulation of 

SVM, as described in (6). This condition necessitates 

additional optimization efforts to address the issue.  
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Figure 4. Modified using soft margin by inserting a slack 

variable εi(εi>0) 

 

Generally, it is impossible to separate linearly in the 

input space in data problems. Soft margin Support Vector 

Machine (SVM) cannot find a separator in the 

hyperplane, so high accuracy and good generalization 

cannot be achieved. Therefore, a kernel is needed to 

transform the data into a higher-dimensional space called 

the kernel space, which helps separate data linearly. 

Generally, frequently used kernel functions include 

Linear, Polynomial, and Radial Basis Function (RBF) 

kernels. 

The culminating stage involves the application of the 

Cosine Similarity metric, which meticulously gauges the 

likeness of text between pairs of documents or passages. 

An elevated cosine similarity index between two 

documents manifests substantial resemblance, signifying 

inherent similarity or relevance. The seamless integration 

of these sophisticated algorithms facilitates the extraction 

of granular information. It augments the depth and 

precision of insights pertinent to the nuanced 

categorization of topics and the coherent grouping of 

documents within the academic milieu 

 

 
 

Figure 5. Diagram of the information system built 

 

 In this research, by using NLP and SVM approach is 

crucial in understanding language and achieving better 

accuracy results. This study is a model of an information 

system used for students who are continuing studies and 

need assistance understanding more complex scientific 

journals. 

D. Cosine Similarity 

In the case of analyzing the consistency of scientific 

journal content, combining Natural Language Processing 

(NLP) and Cosine Similarity is a practical approach. NLP 

is utilized to parse the text from research titles and simple 

sentence meanings. At the same time, Cosine Similarity 

is employed to measure the extent to which the content of 

the scientific journal is consistent with the field of 

informatics. Initially, through Natural Language 

Processing (NLP), the text from research titles and 

simple sentences in the scientific journal is broken down 

into vector representations, enabling further analysis. 

Subsequently, the concept of cosine similarity is utilized 

to compare the vector representations of the research title 

with simple sentences from the scientific journal. 

Cosine Similarity (CS) yields a score that measures 

how similar or consistent the content of the research title 

is with the content of the scientific journal within the 

field of informatics. The higher the score, the more 

consistent the content is with the predetermined field of 

informatics. The results can be presented as a consistency 

percentage, indicating how well the scientific journal 

content aligns with the targeted field of informatics. 

 
Figure 6. Design framework of thought system of Text Similarity 
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Fig. 6 depicts the road mapping of our research. The 

researcher proposed mapping issues as follows: in the 

initial column, the researcher outlined the mapping of 

issues to assess content consistency in the research paper. 

This analysis the coherence of content in the research 

paper's title, abstract, introduction, and conclusion. The 

issue addressed in this research is how to measure the 

consistency between the content of the research paper 

and the existing journal content in the research paper and 

draw conclusions about the relevance of content in the 

research paper[23]. The mapping of issues explains that 

the challenge lies in identifying consistency between the 

words used in the title, abstract, introduction, and 

conclusion. In the final mapping a statement aims to add 

an information system on how a system provides 

information about a field of study by entering the title or 

keywords from the related research title to be 

investigated to make it more relevant.   

 

4. RESULT AND DISCUSSION 

In the Results and Discussion section, we examined 

2485 journal samples out of 2237 samples ready to be 

submitted to the publication service provider. This action 

was taken to evaluate the extent of similarity and 

consistency among the authors in composing 

manuscripts. and to gain a comprehensive understanding 

of the paper's content. 

This challenge often hinders efforts to ensure that all 

parts of academic work are interconnected and represent 

a consistent understanding of the topic. The system can 

identify and analyze the consistency of authors in 

composing papers using techniques such as Vectorizer 

and Cosine Similarity. As a result, the system optimizes 

checking the alignment between the paper's title, abstract, 

introduction, and conclusion. 

 

Figure 7. Illustrates the input model of textual data extracted from journal document. 
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Figure 8. Dashboard system (Document 1) 

The image above, number 8, shows the system 

interface, which displays a dashboard for entering text 

content such as title, abstract, introduction, and 

conclusion. This dashboard assesses the uniformity of 

text in research papers before the process is carried out to 

produce appropriate values and precise interpretations. 

 

 
Figure 9. Illustrates the comparative similarity of content 

journal and sentence meaning (Document 1) 

 

In Fig. 8 and Fig. 9 show that we used document one 

with the results of the consistency analysis comparison 

based on journal content. 

 
Figure 10. Result accuracy of journal content 

similarity. 
In Fig. 9 and Fig. 10 above, the displayed results 

depict the accuracy of relevant content similarity 

obtained by the system. High similarity values are 

observed among various sections:The abstract and title 

exhibit a similarity value of 0.56%. The introduction and 

title show a value of 0.54%. The conclusion and title 

have a value of 0.66%. 

Additionally, the abstract and introduction display a 

value of 0.53%, while the abstract and conclusion 

demonstrate 0.67%, and the introduction and conclusion 

show 0.51%. These findings indicate reasonable and 

relevant similarity across each section of the content. The 

straightforward interpretation of the research paper 

suggests a comprehensive explanation of the essential 

aspects of the research journal. 

 

 

Figure 11. Dashboard system (Document 2) 

 

Figure 12. Illustrates the comparative similarity of content 
journal and sentence meaning (Document 2) 

In Fig. 12, there is a significant difference in the 
results from the processing of previous journal 
manuscripts; in the processing of the journal manuscripts 
above, obtaining similarity results between abstract and 
titles with a percentage of 74%, introduction and title get 
similarity results of 62%, for conclusions and titles with 
65% results, abstract and introduction with similarity 
62.90%, then for abstract and conclusion get similarity 
70.33%, and finally for introduction and conclusion get a 
similarity of 66.17%. The percentage values were 
obtained from Fig. 9, providing different percentage 
results. This proves that the consistency of each author 
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varies, but with this system, this consistency can be 
detected quickly.  

 

Figure 13. Result accuracy of journal content 

similarity. 
The chart above presents the similarity results of 

journal manuscripts across various sections and the 
associated accuracy rates. Here is a detailed explanation 
for each row in the table: Abstract and Title: This 
indicates that the abstract of the journal has a similarity of 
74% with its title, and the system classifies this similarity 
with an accuracy rate of 80%. Introduction and Title:  
This indicates that the introduction section has a similarity 
of 62% with its title, and the system classifies this 
similarity with an accuracy rate of 73%. Conclusion and 
Titles:  This indicates that the conclusion section has a 
similarity of 65% with its title, and the system classifies 
this similarity with an accuracy rate of 70%. Abstract and 
Introductions: This indicates that the abstract has a 
similarity of 63% with the introduction section, and the 
system classifies this similarity with an accuracy rate of 
78%. Abstract and Conclusion: This indicates that the 
abstract has a similarity of 70.33% with the conclusion 
section, and the system classifies this similarity with an 
accuracy rate of 80%. Introductions and Conclusions:  

This indicates that the introduction section has a 
similarity of 66.17% with the conclusion section, and the 
system classifies this similarity with an accuracy rate of 
74%. Thus, the table provides an overview of how similar 
the content is across various journal sections and how 
accurately the system classifies this similarity. 

TABLE IV An illustration of the cosine similarity 
calculation process for the initial document of the journal-

title content 

Term 
Cosine similarity Result 

(𝜔𝑄(𝑡𝑖)𝑥𝜔𝐷(𝑡𝑖)) Document 1 Document 2 

Natural" 0,200347 0 0 

"Language" 0,200347 0 0 

"Processing" 0.260658 0.174822 0.045573 

"(NLP)" 0.260658 0.174822 0 

"is" 0.260658 0.174822 0 

"a" 0,200347 0 0.045573 

"computerized" 0.260658 0.174822 0.045573 

"way" 0.260658 0.174822 0.045573 

Term 
Cosine similarity Result 

(𝜔𝑄(𝑡𝑖)𝑥𝜔𝐷(𝑡𝑖)) Document 1 Document 2 

"of" 0.260658 0.174822 0.045573 

"analyzing" 0,200347 0.174822 0.045573 

"texts." 0,200347 0 0 

"NLP" 0,200347 0 0 

"involves" 0,200347 0 0 

"the" 0,200347 0 0 

"acquisition" 0.260658 0.174822 0.045573 

"of" 0,200347 0 0 

knowledge" 0.260658 0 0 

"on" 0.260658 0 0 

"how" 0.260658 0 0 

"a" 0.260658 0 0 

"person" 0.260658 0 0 

"understands" 0.260658 0 0 

"and" 0.260658 0.174822 0.045573 

∑𝑇  𝐶   (D1) 0.460201 

 

TABLE V An instance of the cosine similarity 
computation process for the initial document of the 
journal's abstract content. 

Term 
Cosine similarity Result 

𝜔𝑄(𝑡𝑖)𝑥𝜔𝐷(𝑡𝑖)) Document 1 Document 2 

"Semantic" 0 0.328253 0 

"search" 0.252303 0.252303 0.063657 

"Using" 0.252303 0.252303 0.063657 

"Natural" 0.252303 0.252303 0.063657 

"Language" 0.252303 0.252303 0.063657 

"Processing" 0.252303 0.252303 0.063657 

∑𝑇  𝐶   (D2) 0.280201 

c (Q.D) = ∑ 𝜔𝑄 (𝑡𝑖)𝑥𝜔𝐷(𝑡𝑖)
𝑀
𝑟=1  

=0.460201 + 0.280201 = 0.740402 

The results from Tab. 4 and Tab. 5 above depict the 
textual similarity outcomes processed using the cosine 
similarity formula. The overall result of Document 1 
indicates a score of 0.460201, while the calculated result 
for Document 2 shows the same score of 0.280201. These 
values are obtained from the similarity between 
Document 1 and Document 2, calculated to achieve 
uniformity, resulting in an overall accuracy or 
correspondence value of 0.7404, or, equivalently, 74% 
similarity in the tested text. These results exemplify the 
computational analysis of the above content, utilized to 
compare each journal's content against one another. 
However, the testing outcomes do not significantly 
deviate from the manual analysis results conducted 
without the system. This system helps discern our writing 
consistency for the paper being composed. 

 

Figure 14. Classification predictor page 
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The classification prediction display indicates that a 
journal manuscript can be classified into the field or scope 
of informatics by entering the title of the scientific journal 
manuscript. This result indicates that the system can 
recognize and associate the topic of the journal 
manuscript with the context or discipline of informatics 

 

Figure 15. Scope prediction confusion matrix 

This research resulted in an accuracy of 83.94% using 
the sciences of artificial intelligence, computer vision and 
pattern recognition, cryptography and security, databases, 
digital libraries, information retrieval, and machine 
learning. 

TABLE VI The accuracy result of the machine learning 
processing model 

Scope 
Confusion Matrix 

Precision Recall F1-Score Support 

Artificial 

Intelligence 

0.77 0.75 0.76 32 

Computer vision and 

pattern recognition 

0.81 0.83 0.82 35 

Cryptography and 

security 

0.88 0.95 0.91 37 

Database  0.87 0.82 0.85 40 

Information retrieval 0.86 0.80 0.83 45 

Machine learning 0.72 0.79 0.75 29 

 

V. Conclusion 

Based on the system testing results, it has been 

proven that the combination of NLP, TF-IDF, and Cosine 

Similarity can generate essential words that are easy to 

understand and have simple sentence meanings. This is 

supported by a score of 0.740402, which indicates the 

system's ability to provide sufficiently accurate 

information. Additionally, the classification results used 

to predict titles based on fields of study with keywords 

achieved an accuracy score of 83.94%. The dataset 

comprised 2237 journal documents, of which 2485 were 

utilized for sampling, achieving the highest accuracy at 

85.20%. These results were derived from the testing of 

journals with the highest value among all tests. The 

findings of this research provide us with a clear and in-

depth analysis, enabling us to analyze the main research 

topic regarding journal writing consistency 

independently. 
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