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Abstract: The paper examines the effectiveness of multi-class sentiment analysis strategies using deep learning methods for 
imbalanced and balanced datasets with and without word embeddings. Seven models, including Convolutional Neural Network 
(CNN), Long Short-Term Memory (LSTM), CNN-LSTM, LSTM-CNN, Bidirectional LSTM (BILSTM), CNN-BILSTM and Two 
layers CNN are compared. A dataset consisting of 23,168 tweets was gathered from online learning platforms between 2020 and 
2021. The performance of sentiment categorization was evaluated based on accuracy, precision, recall, and F1-score. The study 
presents three main findings: (1) a comparison of the effectiveness of seven sentiment analysis algorithms, (2) the clear advantage of 
pre-trained Word2vec, and (3) the capability to achieve a balanced sentiment categorization using Twitter data. The LSTM-CNN 
model utilizing Word2vec word embedding outperformed several models, achieving an accuracy of 89.66% and a precision, recall, 
and F1-Score of 90.00% for the testing results. The experimental results confirmed that this methodology enhanced the accuracy of 
sentiment classification compared to standard methods and exhibited superior classification performance. The empirical research 
showed that the LSTM-CNN method was fast, efficient, and viable, making it a potentially better option for optimizing online 
learning rules. The study provides valuable insights to analytics professionals and academicians engaged in text analysis. It focuses 
on the performance evaluation of essential algorithms in sentiment classification, particularly emphasizing the data balancing 
technique in deep learning hybrid models. 

Keywords: Deep Learning, Machine Learning, Online Learning, Sentiment Analysis, Multi-classification  
 

1. INTRODUCTION 
Social media can gather information and feedback on 

educational topics such as teacher performance, learning 
experience, and other course attributes. Social media 
influences the education field. It can provide meaningful 
information to people affected by educational policies 
[1]. Millions of people use that social media platform. 
For example, Twitter's social media platform currently 
has approximately 192 million active users, with 500 
million tweets sent daily, equating to 5787 tweets per 
second [3]. As a result, it takes work to track users' 
overall opinions on social media topics. As a result, 
sentiment analysis can be a helpful tool in dealing with 
this issue. It focuses on the interpretation and 
classification of emotions in subjective data, and it is 
mainly used on textual data to detect sentiment in emails, 

survey responses, and social media [2]. Monitoring 
sentiment or opinion via social media is a viable option. 
Researchers have recently used sentiment analysis in 
online learning to improve teaching quality and learn 
about the relationships between teachers and students. A 
sentiment analysis system is used to help teachers better 
understand their students' moods and assist their teaching 
methods [3]. Various approaches have been developed 
and tested in sentiment analysis, but the two major 
approaches are machine learning and lexicon-based [4].  

Machine learning approaches must be trained and 
tested on datasets for sentiment polarity prediction. 
Meanwhile, Lexicon-based sentiment polarity prediction 
does not involve training or testing with datasets and 
employs a pre-built list of words associated with a given 
sentiment [5]. Researchers use word embedding to 
extract information from unstructured text corpora [6, 7]. 
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Word embedding can test unorganized text's semantic 
and syntactic patterns by showing words in a vector 
space [8].  

DL methods, a subfield of machine learning, work 
better in sentiment analysis than other machine learning 
techniques because they can handle more complicated 
problems [9]. Some research looks at how people feel 
about movie reviews on Twitter using the Convolution 
Neural Network (CNN) and Long Short-Term Memory 
(LTSM) [10, 11] and social media datasets [12,13]. 
LSTM and CNN have shown superior performance to 
other machine learning methods because most tweet 
datasets are from benchmark data. Notably, CNN 
committed to providing effective local feature selection 
while the LSTM recurrent network focused on its 
sequential analysis of a long text. However, there are no 
findings on using CNN and LSTM for the online learning 
tweet dataset. As a result, the advantage of both methods 
has seen the potential for better performance with more 
evaluation of hyperparameter selection [14]. This 
research aims to automatically find Malaysian people's 
sentiments about online learning on the Twitter platform 
and identify the identify topics by Twitter users when 
expressing their emotions about online learning [15–17]. 
This study makes the following key contributions: 

• Initiation of the data acquisition and preprocessing 
Preprocessing involved removing unrelated elements 
such as tabs, newlines, special characters, punctuation, 
numerals, repeated words, hashtag symbols, non-English 
characters, and unnecessary tabs and spaces from the 
original datasets. 

• Exploratory research, such as keyword trend analysis 
and topic modeling, is carried out to understand the 
collected data better. Furthermore, feature extraction with 
and without pre-trained Word2Vec is performed. 

• Initiatives that employ random oversampling 
methods and the Synthetic Minority Oversampling 
Technique (SMOTE). 

• The extracted discriminative word embedding 
vectors are fed into seven CNN and LSTM combinations 
to classify Malaysian sentiments as positive, negative, or 
neutral. The proposed hybrid CNN and LSTM 
classification models improve accuracy by evaluating 
several hyperparameters, such as batch size and epoch. 

The paper is structured as follows: Section 2 covers 
word embedding, random sampling, and deep learning 
(DL) research. Section 3 elaborates on the setting of our 
research and highlights online learning. Section 4 
describes the experimental design and technique. Section 
5 presents and discusses our significant findings. The 
paper's conclusion in Section 6 outlines the future scope 
of work. 

 

2. MATERIAL AND METHODS 

A. Data Collection 
Using the snscrap Python module, 23168 tweets from 

Twitter in Malaysia have been successfully scraped. Used 
keywords related to online learning number 23. The 
keywords are "online school," "online class," "online 
learning," "pdpr," "odl," "distance learning," "online 
teaching," "teach online," "e-learning," "online 
education," "study online," "online course," "edtech," 
"online school," "online learning," "online lecture," 
"remote learning," and "blended learning." The scraped 
tweets are all bilingual in Malay and English. During the 
pandemic, the tweet data ranged from 2020 to 2021. With 
references to previous articles, websites, and 
brainstorming, much study has been done to identify 
appropriate keywords connected to online learning. In 
this work, 23 different Twitter keywords are associated 
with online learning. Some of the keywords used in this 
article to collect relevant tweets include "online class," 
"online learning," "digital learning," "online training," 
"online lecture," and "remote learning.". 

 

B. Data Preprocessing 
Data preprocessing requires comprehensive cleaning 

to assure data quality. The dataset was extensively 
cleansed during data preprocessing. Several steps involve 
data preprocessing, including link address removal, 
lowercasing, number, and special character removal, stop 
words removal, emojis and emotions removal, 
tokenization, lemmatization, and labeling.  

C. Data Balancing 
The presence of imbalanced datasets would affect the 

class's skewness and lead to bias in the training dataset. 
An unbalanced distribution class would ignore the 
minority class in a classification process. Resampling 
data with random oversampling can potentially duplicate 
minority classification features [18,19]. Its goal is to keep 
the existing features. SMOTE is a classic oversampling 
method that has recently gained popularity for assisting 
in the solution of different data types in many domains. It 
was invented by [20]. SMOTE can generate synthetic 
examples to convert a minority class into a balanced class 
along the class decision boundary aspect [21]. In this 
regard, SMOTE selects a close attribute or feature from 
the feature space by introducing a boundary line, and a 
new sample is generated along the same line. The 
calculation procedure on the work of [20, 22]. 

D. Model Establishment 
The architecture of the proposed CNN-LSTM in 

single and hybrid variants is presented in this section. We 
build a single CNN and LSTM, as shown in Fig. 1 (a) 
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and (b). The CNN model determines the sentiment of 
sentences based on the local features extracted by the 
convolution layer. Fig.1 demonstrates the architecture of 
the LSTM (b). Fig. 1 (c), (d), and (e) depicts a CNN-
LSTM bidirectional LSTM (BILSTM) and CNN-LSTM, 
respectively. Local feature learning in bidirectional 
sequences in this model. As shown in Fi 1 (f), we extend 
the model by embedding the CNN with BILSTM. The 
model works in the same way as CNN-LSTM. The 
difference is that bidirectional sequences learn from the 
CNN's pooling layer output. Furthermore, we should 
contrast with 2-layer CNN, as shown in Fig. 1(g).  

E. Performance Evaluation 
The performance evaluation relies on a confusion 

matrix table, commonly used to depict a classification 
model's performance. True positive (TP) and true 
negative (TN) are instances where the predictions are 
accurate. The four primary performance measures 
assessed are accuracy, precision, recall, and F1-Score. 
Accuracy is a straightforward and intuitive way to 
measure performance. The calculation for accuracy (A), 
precision (P), recall (R), and F1-Score (F) are in 
Equations (1), (2), (3), and (4).  
                        A = TP+TN/TP+FP+FN+TN                     (1)    

                              P = TP/TP+FP                                  (2) 
                              R= TP/TP+FN                                 (3) 
                              F = 2*(R*P) / (R+P)                        (4) 

 

3. COMPUTATIONAL RESULTS 
The results reflect the oversampling method for 

balanced text data based on 32 and 64 batch sizes using a 
trainable embedding vector at 0.9 splits. Fig. 2 (a), (b), 
(c), and (d) illustrate results from the experiment on batch 
equal to 32 and with trainable ability at the embedding 
layer. It resulted in a good accuracy of 94% for training 
accuracy by using 90% of the text data. Meanwhile, it 
needs more validation accuracy. The difference between 
loss and loss validation is about 0.14 and 0.40, 
respectively. As shown in Fig 2 (e), (f), (g), and (h), the 
performance is shown to be less accurate and about 
similar in terms of loss value to a batch size equal to 32. 
However, the computational time is seen to increase.  

Table 1 shows the results from the best model, which 
was reached by all 32 models using trainable and non-
trainable oversampling methods. So, the results show 
how well the DL models work when 100 epochs and 32 
batch sizes are added to an experiment with and without 
words that can be trained. Random oversampling was 
used to make the balanced data pattern. According to the 
results, all models work well with the hyperparameter 
settings described in the initial part of the experiment. 

Each model achieved an accuracy level between 87% and 
90% when trained on embeddable words. With an 
accuracy of 89.66%, the LSTM-CNN model is the most 
accurate of the bunch. It also has the best accuracy, 
memory, and F1-Score of 0.90. The second-highest 
percentage was achieved by CNN-LSTN, at 89.18%, 
with accuracy and recall scores of 0.89 and an F1-Score 
of 0.89.  

Table 2 shows the results on 64 batch normalization 
values and Word2vec with and without training. The 
LSTM-CNN model, which combines CNN and LSTM, 
does better than all the other models, as shown by the 
data. There has been a 1% to 2% drop in the accuracy of 
the CNN, LSTM, and BILSTM models, but the 
Precision, Recall, and F1 scores still give steady results 
with an average of 88%. It works the same way for 32 
and 64-person groups. The effectiveness of CNN and 
two-layer CNN models is 85%. Reports say this works as 
well as a batch size of 32.  

4. DISCUSSION 

 We presented seven different CNN and LSTM variants, 
including standard CNN and LSTM models, hybrid CNN 
and LSTM models, and a single LSTM and convolutional 
neural network (CNN) model for sentiment analysis. The 
results demonstrated that the LSTM-CNN model with 
Word2vec word implanting outperformed the other 
models, achieving an impressive 89.66% accuracy and 
90.00% precision, recall, and F1-Score. 

A. Effect of word embedding and trainable ability  
Using Word2vec as an embedding word is sufficient 

to attain optimal classification performance, both with 
and without pre-trained weight. Word2vec, founded at 
Google [23], is a word embedding algorithm that 
employs a neural network to discover a transformation 
word vector and produce word embeddings of superior 
quality. It is a method for quickly learning the sentiment 
of text based on the assumption of semantic relationships 
between vectors [24]. The effectiveness of the word 
embedding technique was verified through 
supplementary analyses that juxtaposed the performance 
of our deep learning models with that of machine 
learning approaches. Compared to ML models, both pre-
trained and untrained weights implemented in Word2vec 
exhibit superior performance. Word2vec enhances the 
model's performance in text sentiment analysis tasks and 
has evident benefits. 
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Figure 1. Architecture of CNN and LSTM and its variants (a) Single LSTM (b) Single LSTM (c) CNN-LSTM (d) LSTM-CNN (e) Bidirectional 
LSTM (f) CNN-Bidirectional LSTM (g) 2 Layer CNN 
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(g)            (h) 
Figure 2. Computational results for balanced data on 0.9 split strategy without trainable at embedded layer (a) training accuracy for batch 
32, (b) validation accuracy batch 32, (c) loss for batch 32 (d) validation loss for batch 32 (e) training accuracy for batch 64 (f) validation 
accuracy for (g) loss for batch 64 (h) validation loss for batch 64
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The embedding layer's role is to feed the 
vectors converted from text to a numerical 

representation value. There are several ways to perform 
embedding tasks, such as word2vec and BERT. We first 
evaluated the embedding method and the results using all 
seven models. Further work on Word2Vec is then 
performed by considering trainable and non-trainable in 
the embedding layer. In this case, the embedding layer is 
evaluated with trainable and without trainable to see how 
weight values affect learning the pattern of the text data. 
If it is run with pre-trained weight, the model utilized the 
weight values the same way during training and in dense 
layer learning activity. It would lead to the effect of 
trainable in the embedding layer, which would offer 
efficiency at representing a similar word in the dense 
layer. 

B. Effect of hyperparameter tuning during training and 
validation   
This section compares all seven DL model outputs to 

state-of-the-art approaches. CNN feature extraction and 
association [25]. Many literatures discuss hyperparameter 
tuning to select the optimum CNN model. Random 
oversampling improves sentiment analysis accuracy, 
especially with online learning of Twitter datasets. All 
DL models improved by 10% in accuracy and lost -0.02. 
Oversampling balances a dataset by randomly copying 
class data [26]. In terms of the LSTM model, it was 
reported that LSTM has its flaws, which means it needs 
many resources and time to build the model [27]. LSTM 
has quite similar behavior to feed-forward neural 
networks, and it is susceptible to overfitting and 
problematically implementing the dropout algorithm to 
handle the issue [28]. In this work, after carefully 
identifying appropriate parameters, the results are as 
expected and demonstrate an improvement, as indicated 
in Table 3. In this case, the 100 epochs and 32 batch sizes 
used have significantly improved the classification 
accuracy of the LSTM model. The results are competitive 
with single-layer CNN and 2 Layer models. CNN and its 
hybrid with LSTM models have shown good accuracy 
and loss performance. CNN may benefit from local and 
higher-level text patterns [28]. The hybrid LSTM-CNN 
model outperformed the Single Layer CNN, Single Layer 
LSTM, CNN-LSTM, Bidirectional LSTM, CNN-
Bidirectional LSTM, and 2 Layer CNN models. The 
LSTM layer's strength is learning word patterns 
sequentially from embedding vectors, and CNN creates 
feature maps and sentiment class prediction. In addition, 
the LTSM-CNN had the smallest value of the loss 
function and an acceptable computational time for the 
model’s training.  

However, the result is competitive to CNN-
Bidirectional LSTM in experiment 5 for accuracy, loss, 
and computational time for training. The performance of 
CNN-Bidirectional LSTM could be due to the additional 
layer of the LSTM layer, which learns the sequence of its 
input and provides a new set of encoding outputs. These 
experiments also explain that training the model to 
capture the long-term text in a sequence way and then 
capture the local features provides better learning than 
training the model by only capturing local features and 
training the model with only sequences of text. Training 
the model by capturing the local features and then 
learning the long-term dependencies from the local 
features is inefficient because the CNN layer does not 
capture the sequentially from text and thus may not 
provide the best information for the LSTM layer to learn. 

 

C. Impact of CNN and LSTM architecture  
This occurs because the features that the LSTM and 

CNN models learn from come straight from the model's 
global average pooling layer, where the average of each 
feature map is calculated, and the resulting vector is 
inputted into the layer. Because optimizing any parameter 
within the global average pooling layer is not necessary. 
Overfitting is less of an issue, and the model's 
performance is improved because of this one-of-a-kind 
feature of the global average pooling layer. In the end, it 
is safe to say that when it comes to online learning 
sentiment analysis using text data from tweets, the 
LSTM-CNN and CNN-LSTM models with an 
oversampling method give a more solid and trustworthy 
classification model. This happens because the combined 
LSTM and CNN models' learned features come straight 
from the model's global average pooling layer, which 
takes an average of all feature maps and feeds the 
resulting vector into the model. The global average 
pooling layer improves the model's performance and 
overcomes the overfitting issue. Ultimately, it is safe to 
say that when generalizing LSTM-CNN and CNN-LSTM 
models to online learning tweets text data for sentiment 
analysis, the oversampling technique produces a more 
robust and dependable classification model. Prior to 
utilizing the dataset in the DL model, it is necessary to 
standardize every tweet within the dataset to the same 
format. 
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 TABLE 1.   RESULTS FROM THE BEST MODEL OBTAINED BY ALL MODELS WITH 32 BATCH SIZE 

 Class Type Trainable Word Embedding Without Trainable Word Embedding 

P R F A (%) P R F A (%) 

CNN 0 0.91 0.86 0.88 

88.36 

0.88 0.82 0.85 

85.27  
1 0.81 0.87 0.84 0.78 0.81 0.80 

 
2 0.93 0.93 0.93 0.90 0.92 0.91 

 
Avg/Total 0.89 0.88 0.88 0.85 0.85 0.85 

LSTM 0 0.94 0.83 0.88 

88.70 

0.93 0.85 0.89 

87.84  
1 0.80 0.90 0.84 0.80 0.86 0.83 

 
2 0.94 0.94 0.94 0.92 0.93 0.92 

 
Avg/Total 0.89 0.89 0.88 0.88 0.88 0.88 

CNN-LSTM 0 0.93 0.86 0.89 

89.18 

0.94 0.82 0.87 

87.53  
1 0.82 0.88 0.85 0.79 0.88 0.83 

 
2 0.94 0.94 0.94 0.92 0.93 0.92 

 
Avg/Total 0.89 0.89 0.89 0.88 0.88 0.88 

LSTM-CNN 0 0.93 0.83 0.88 

87.95 

0.92 0.88 0.90 

89.66  
1 0.79 0.89 0.84 0.85 0.86 0.85 

 
2 0.94 0.92 0.93 0.93 0.96 0.94 

 
Avg/Total 0.88 0.88 0.88 0.90 0.90 0.90 

BILSTM 0 0.93 0.82 0.87 

87.43 

0.93 0.85 0.89 

87.81  
1 0.78 0.88 0.83 0.79 0.87 0.83 

 
2 0.93 0.93 0.93 0.92 0.92 0.92 

 
Avg/Total 0.88 0.88 0.88 0.88 0.88 0.88 

CNN-
BILSTM 

0 
0.91 0.85 0.88 

87.81 

0.93 0.83 0.87 

87.47  
1 0.80 0.85 0.83 0.79 0.87 0.83 

 
2 0.93 0.93 0.93 0.92 0.93 0.92 

 
Avg/Total 0.88 0.88 0.88 0.88 0.87 0.88 

2 LAYER 
CNN 

0 
0.92 0.84 0.88 

88.02 

0.90 0.83 0.87 

85.95  
1 0.80 0.88 0.84 0.78 0.84 0.81 

 
2 0.94 0.92 0.93 0.90 0.91 0.90 

 
Avg/Total 0.88 0.88 0.88 0.86 0.86 0.86 
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TABLE 2.   RESULTS FROM THE BEST MODEL OBTAINED BY ALL MODELS WITH 64 BATCH SIZE 

 
 
 
 
 

DL 
Model 

Trainable Word Embedding Without Trainable Word Embedding 

Class Type P R F A (%) P R F A (%) 

CNN 0 0.91 0.86 0.89 

88.05 

0.90 0.81 0.85 

85.03 

 
1 0.80 0.87 0.83 0.76 0.85 0.80 

 
2 0.94 0.91 0.92 0.91 0.90 0.90 

 
Avg/Total 0.88 0.88 0.88 0.86 0.85 0.85 

LSTM 0 0.95 0.83 0.88 

88.39 

0.93 0.85 0.89 

88.11 

 
1 0.79 0.89 0.84 0.81 0.85 0.83 

 
2 0.93 0.94 0.93 0.91 0.94 0.92 

 
Avg/Total 0.89 0.89 0.89 0.88 0.88 0.88 

CNN-
LSTM 

0 0.93 0.85 0.89 

89.05 

0.94 0.81 0.87 

87.05 

 
1 0.81 0.89 0.85 0.78 0.88 0.83 

 
2 0.94 0.93 0.93 0.91 0.94 0.93 

 
Avg/Total 0.89 0.89 0.89 0.88 0.87 0.87 

LSTM-
CNN 

0 0.92 0.84 0.88 

87.74 

0.92 0.88 0.90 

89.00 

 
1 0.78 0.88 0.83 0.83 0.86 0.84 

 
2 0.94 0.91 0.93 0.92 0.93 0.93 

 
Avg/Total 0.88 0.88 0.88 0.89 0.89 0.89 

BILSTM 0 0.92 0.81 0.87 

86.71 

0.92 0.87 0.89 

88.00 

 
1 0.77 0.86 0.82 0.81 0.84 0.83 

 
2 0.92 0.93 0.92 0.91 0.92 0.92 

 
Avg/Total 0.87 0.87 0.87 0.88 0.88 0.88 

CNN-
BILSTM 

0 0.91 0.84 0.88 

88.02 

0.92 0.86 0.89 

88.02 

 
1 0.80 0.86 0.83 0.81 0.85 0.83 

 
2 0.93 0.94 0.93 0.91 0.93 0.92 

 
Avg/Total 0.88 0.88 0.88 0.88 0.88 0.88 

2 
LAYER 

CNN 

0 0.93 0.81 0.86 

87.77 

0.88 0.83 0.86 

85.17 
 

1 0.79 0.89 0.83 0.79 0.81 0.80 
 

2 0.94 0.94 0.94 0.89 0.92 0.91 
 

Avg/Total 0.88 0.88 0.88 0.86 0.85 0.85 
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D. Effect of batch sizes 
The batch size defines the number of 

samples that will be transmitted through the network. For 
gradient descent, the batch size is a hyperparameter that 
determines how many training samples must be 
processed before the model's internal parameters are 
changed. Batch sizes 32 and 64 are commonly used in 
mini-batch gradient descent. Gradient descent's batch size 
hyperparameter determines how much training data is 
processed before updating the model's internal 
parameters. An example of a batch would be a for-loop 
that makes predictions by iterating over a set of samples. 
The batch is completed by comparing the predictions to 
the expected output variables and calculating the error. 
The update procedure is employed to enhance the model 
based on this error, for instance, by descending the error 
gradient. 

 

E. Effect of balanced and imbalanced data 
Problems with unbalanced data have sparked new 

ideas for how to fix them, particularly in machine 
learning and deep anchoring, which could improve the 
way text data behavior is classified. By duplicating 
examples from the minority class in the training dataset, 
Random oversampling addresses the imbalanced dataset 
problem and, for some models, reduces overfitting. 
Nevertheless, the hybrid CNN and LSTM variations 
model outperformed the classic machine learning model. 
At long last, the suggested classifier model, which 
combines CNN and LSTM versions, can be considered a 
cutting-edge method for text classification. When 
compared to another deep learning-based model, the 
results show that CNN-LSTM and LSTM-CNN 
outperform it in terms of classification accuracy. 

5. CONCLUSION 

Many aspects of online learning that affect how 
academic institutions and students engage with one 
another must be clarified. As a result, studying online 
student feedback has made the creation of an effective 
perception categorization and computing model a highly 
significant subject. Traditional machine learning and the 
current sentiment analysis approaches should focus more 
on keyword polarity classification and be more accurate 
regarding other forms of sentiment. Consider the 
problems with the current sentiment analysis 
methodology, such as its inability to scale and identify 
features. We conducted fine-grained sentiment 
classification and suggested hybrid CNN-LSTM and 

LSTM-CNN architectures to calculate public perceptions 
of online learning based on dependency parsing. Word 
embeddings provide input to our model, using 
convolutional layers to extract local characteristics. After 
the convolutional model, the output is passed to an 
LSTM model to understand the word sequence's long-
term relationships. Lastly, a classifier layer is applied. 
Following the LSTM-CNN, BILSTM, CNN-BILSTM, a 
single LSTM, two layers of CNN, and a single CNN 
model based on accuracy, recall rate, and F-value for 
classifying the perception tendency of Twitter texts were 
the models shown in the simulation experiments. The 
small sample size and variety of emotions require 
additional work to ensure that our findings apply to a 
broad audience. Future research will look at additional 
types of cases, how different perceptions change 
throughout online learning, and how to optimize the best-
fit model for feature selection. The goal is to learn 
perception based on dependency parsing and perform 
fine-grained sentiment classification. 
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