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Abstract: It is important to know about iron reserves in patients on hemodialysis who have chronic kidney disease (CKD). Early
detection of iron insufficiency or raised serum iron levels is crucial. Ferritin levels are one thing that can be used to cool this. Regretfully,
ferritin testing is still seen as a highly costly procedure. Therefore, utilizing straightforward and affordable variables including height,
weight, blood pressure, the duration of hemodialysis, history of comorbidities, and Hb levels before and after hemodialysis, this study
predicts ferritin levels. The cluster center is used to help in ferritin level prediction. Due to the wide diversity of the sample data, the
clustering technique is applied for clustering. Fuzzy subtractive clustering (FSC) was used to adaptively categorize 50 patient states using
the dense concept. After clustering, we wound up with eight final clusters that had an accept ratio of 0.75, a reject ratio of 0.25, and an
influence range of 0.5. The blood pressure variable has the strongest link with ferritin levels, according to the correlation coefficient. The
mean degree of agreement between ferritin levels in the real and predicted samples was 62.53%. After evaluating nine sets of test data,
the average similarity value was 83.74%. When data is clustered using the K-Means approach, the application of cluster centers yields a
result of 50.91%; this result is significantly higher. This study’s limitation is that it is unable to identify the ideal cluster in the presence
of numerous outliers. Consequently, it is necessary to conduct additional study while taking the ideal number of clusters into consideration.
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1. INTRODUCTION
One consequence of the metabolic syndrome is chronic

kidney disease (CKD) [1][2]. According to reports, CKD
affects 9.1% to 13.4% of people worldwide [3]. A signif-
icant residual risk of cardiovascular (CV) events and the
advancement of CKD is a characteristic of CKD patients
[4], [5]. In low- to middle-income nations, CKD screening
is typically infrequently carried out in individuals with
diabetes [6]. Anemia is a common side effect of severe
chronic kidney disease (CKD) in most people [7], [8].
Iron deficiency is a major contributing factor to anemia
associated with CKD. This can happen if there is an
absolute or relative iron deficit that prevents the body from
using its stored iron reserves [9]. Treatment for anemia in
hemodialysis patients depletes iron reserves, which raises
hemoglobin but causes iron deficiency [10].

Ferritin is a protein in the body that binds iron. Most of

the iron stored in the body is bound to these proteins. Higher
serum ferritin levels are associated with increased mortality
in hemodialysis (HD) patients, which may be influenced
by iron use and inflammation [11], [12]. For CKD patients
receiving hemodialysis, ferritin level information is crucial.
Decision-makers can utilize this information to guide their
next steps. Regretfully, ferritin tests are still somewhat
costly in underdeveloped nations. Predicting ferritin levels
in CKD patients receiving hemodialysis becomes crucial as
a result. These forecasts must to be supported by affordable,
simple, and pertinent elements.

Several studies have been conducted on the prediction
of chronic kidney disease (CKD) using intelligent systems.
These include the use of machine learning to track the
progression of CKD [13], [14], and intelligent prediction
and classification systems to use the Ant Colony-based
Optimization (D-ACO) method for CKD [15]. In the ma-
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jority of these three research, expensive or difficult-to-
get variables or components were used. Prediction of iron
reserves in the blood or Serum Iron (SI) has been carried
out [16]. Likewise, total Iron Binding capacity (TIBC)
prediction has also been carried out [17]. However, this
prediction has not been made for Ferritin. Even though this
prediction is also very important. In actuality, this can be
accomplished by gathering information from patient serum
ferritin test results in medical records.

The existence of outliers is one of the challenges in an-
alyzing medical data. There are data that are very separated
from other data. To assure the quality of data analysis, this
outlier data needs to be identified and handled differently
[18], [19], [20]. One method for processing and analyzing
data that is frequently utilized is clustering. In order to
support the decision-making process, the features of each
cluster that was created as a result of the clustering findings
are examined. In order to examine the heterogeneity of
specific diseases, cluster analysis is being employed more
and more in the medical profession. A hypothesis- or data-
based approach is used in this investigation. According
to several studies [21], [22], [23], it provides a workable
method for categorizing entities with significant clinical
variability. After clusters develop, inference is frequently
performed [24]. Predictions or classifications are the goals
of this inference.

Using fuzzy logic, Fuzzy Subtractive Clustering (FSC)
is a popular clustering technique. This subtractive cluster-
ing method is unsupervised learning as opposed to semi-
supervised learning like K-Means or Fuzzy C-Means (FCM)
[25], [26], [26]. This method’s ability to create clusters
based on the maximum permitted distance between cluster
members and the cluster center is one of its benefits. The
cluster center is a component of the clustered data in this
method. The aim of this study is to utilize the cluster center
of FSC information to predict ferritin levels in hemodialysis
patients with CKD. Easy and affordable variables are used
in research. The three major contributions of this study
were as follows: 1) collected a group of individuals with
CKD and examined the characteristics of every group; 2)
utilize the cluster center to determine ferritin levels in each
group; and 3) propose an easy-to-obtain model for ferritin
levels prediction. Group formation is carried out through
a learning process, with the number of groups formed
adjusted to the density of each dataset.

This paper is organized into four sections. Section 1
is an introduction that describes the background of the
problem, objectives, and contribution of the study. Section 2
systematically describes the research methodology. Section
3 describes the results of the research and discussion.
Finally, Section 4 is a conclusion and recommendation for
further research.

2. METHODS
This study was completed in stages, as shown in Fig-

ure 1.

Figure 1. Research stage

Stage 1: medical data collection. Medical data collec-
tion was carried out on CKD patients undergoing hemodial-
ysis therapy at two hospitals in Yogyakarta, Indonesia.
The inclusion criteria included: 1) undergoing hemodialysis
twice a week and having undergone it for at least three
months from medical record data; 2) being at least 18
years old; 3) having Hb ¡ 13 g/dl for men and Hb ¡
12 g/dl for women (WHO criteria); 4) being willing to
follow the research from the results of the interview. While
the exclusion criteria included: 1) laboratory examination
results from peripheral blood smear showing thalassemia,
hemolytic anemia, and megaloblastic anemia; 2) pregnant
women; 3) history of blood transfusion in the last three
months; 4) iron therapy in the last three weeks; 5) Have
a history of infectious diseases, hematological diseases
(hemolytic anemia, thalassemia, and megaloblastic anemia.

Stage 2: clustering. The clustering process is carried
out in order to group data into several clusters that have
certain characteristics. The clustering process is done us-
ing unsupervised learning. The FSC method was chosen
because this method is proven to be able to adapt well to
uncertain environments. Cluster centers are the end result of
this clustering process. The clustering flowchart using the
FSC algorithm is shown in Figure 2.

Since the collected data is not yet normal, it must be
normalized in order to place all of the data within the range
of 0 to 1. This is the normalization formula that is applied:

xi j =
xi j − xmin

xmax − xmin
(1)

where xi j is the i− th data sample on the j− th variable,
xmin is the minimum data on the j − th variable, and xmax
is the maximum data on the j− th variable. The process of
clustering is initiated by determining the density value of
each data point after the sample data has been standardized.
For i = 1 to n, the density of Xi is called Di, and it may be
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Figure 2. Flowchart of fuzzy subtractive clustering
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computed using this formula [27]:

Di =

n∑
t=0

exp(−
4||Xt − Xi||

2

r2 ) (2)

Set the influence range (r) to 0.5. Since fewer clusters
will form the closer to one, 0.5 was determined to be the
ideal number. On the other hand, the larger the clusters will
be, the fewer that form. A data point is said to have a large
density if it has a large number of close neighbors. The
cluster center will be chosen from among the data points
with the highest density. The density value is called Dti,
and the data point with the biggest density value is called
Xti. Moreover, the first cluster center (C1) will be Xti. This
implies that the density of the surrounding data will be
reduced by applying the following formula:

Di = Di − Dt i(exp(−
4||X − Xt i||

2

r2
b

)) (3)

A positive number called rb influences how much a
cluster’s data density decreases. Because rb > r in general,
it can be calculated as

(qrb)

, where q is a squash factor between 1,2 and 1,5. This
implies that the density of the data will drastically drop
toward the cluster’s center. The data is therefore unlikely to
succeed as the future cluster center. Next, the second cluster
center (C2) will be searched after the updated data density.
The density of every data point will be updated once more
after C2 is determined, and so forth. In case Dk represents
the maximum density during an iteration, the ratio for Xk
can be computed as follows:

ratio =
Dk

Dh
(4)

where Dh is the highest density at the beginning of the
iteration. The parameters accept ratio and reject ratio are
required in order to identify the subsequent cluster center.
In each iteration, one of three circumstances could apply
when Xk wishes to be designated as the cluster center:
1) Xk is accepted as the new cluster center if the ratio
is greater than the accept ratio; 2) If the ratio is greater
than both the accept ratio and the reject ratio, Xk will be
accepted as a new cluster center, but only provided that it
is sufficiently far away from other cluster centers. If not,
Xk will be rejected as the cluster center and will not be
taken into consideration going forward; 3) If the ratio is
equal to or less than the reject ratio, then Xk is not taken
into consideration as a candidate for the cluster center. The
iteration ends up coming a close if there is no more data
suitable for being a cluster center.

Stage 3: cluster analysis. Cluster analysis is done to
assist decision makers in interpreting the characteristics of
each cluster. The analysis was conducted using a data-driven
approach. We use Matlab software as a tool for computing.

Stage 4: determining the members of each cluster.
Members of each cluster will be assigned after they have
been formed. A single data point is restricted to belonging
to a single cluster. Equation (5), which represents the
Euclidean distance formula, is utilized in this context:

dik =

√√ m∑
j=1

(xi j − vk j)2 (5)

where dik is the distance of the i-th sample data from
the k-cluster center, xi j is the i-th sample data in the j-
variable, and vk j is the k-th cluster center in the j-variable.
The i-th sample data will occupy the k-cluster if the distance
between the i-th data and the k-cluster center is the shortest
distance.

Stage 5: model testing. Model testing is done in two
stages. First, classify the testing data to determine the
appropriate cluster. The shortest distance is used in this
process. Second, after the cluster information is obtained,
the appropriate ferritin level will be determined. The ferritin
level in the output model (Y) is compared with the real
ferritin level obtained based on the measurement results (F).
If Ti − θ ≤ Yi ≤ Ti + θ, it is said that the model output is in
accordance with real conditions.

3. RESULT AND DISCUSSION
The data collection yielded 59 complete data samples.

A total of 50 data points will be clustered, with nine serving
as testing data. Data taken from each patient included
height, weight, systolic blood pressure, diastolic blood
pressure, duration of hemodialysis, hemoglobin level before
hemodialysis, hemoglobin level after hemodialysis, history
of comorbidities (diabetes, hypertension, and urinary tract
stones), and ferritin level. BMI was obtained from height
and weight; meanwhile, the increase in Hb was obtained
from hemoglobin levels before and after hemodialysis. The
data obtained from the measurement results are shown in
Table 1.

Based on the data in Table 1., the H and W variables
are used to calculate Body Mass Index (BMI) with the
following formula:

BMI =
W

(H)2 (6)

While the HbPre and HbPost variables are used to
calculate the increase in the patient’s Hb level before and
after hemodialysis with the following formula:
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TABLE I. Data set

Variable Unit

Input

Height (H) m

Weight (W) kg

Systolic Blood Pressure (SBP) mmHg

Diastolic Blood Pressure (DBP) mmHg

HD duration (HDD) months

Hypertension comorbidities (HT) 1: yes, 0: no

Diabetes comorbidities (DM) 1: yes, 0: no

Urinary tract stone comorbidities (UTS) 1: yes, 0: no

Hb prehemodialysis (HbPre) gram/dl

Hb posthemodialysis (HbPost) gram/dl

Output

Feritin (F) ng/ml

dHb = HbPost − HbPre (7)

The data sample profile based on gender and ferritin
levels is shown in Figure 3 and 4. The data samples were
balanced between male and female patients. As output data,
the highest ferritin level is between 15 – 200 ng/ml, which
still shows normal ferritin levels.

Figure 5. shows the detailed data distribution for each
input and output variable. Several data points are seen as
outliers, such as three data points on the BMI variable, two
data points on the DBP variable, four data points on the
HDD variable, two data points on the dHb variable, and
two data points on variable ferritin levels.

In completing out the clustering process, it begins with
determining the parameters accept ratio and reject ratio.
These two parameters really determine the number of
clusters formed. We tried a combination of several values
for these two factors with the help of factor alpha () with
a value of 0 – 0.3 (Figure 5). The smaller the accept ratio
value or the smaller the reject ratio value, the more clusters
will be formed. The combinations we did were: 1) set an
accept ratio of 1- and a reject ratio of (Figure 5a); 2)

set accept ratio of 1- and reject ratio = 0.25 (Figure 5b);
and 3) set accept ratio = 0.75 and reject ratio of (Figure
5c). From Figures 5a and 5c, it can be seen that in the
range of 0.2 0.25 there is a very significant decrease in
the number of clusters. The same thing is shown in Figure
5b, by setting = 0.25 a stable condition is obtained, which
produces a total of eight clusters.

In this study, the parameters accept ratio = 0.75 and
reject ratio = 0.25 were used. Eight clusters were obtained
with cluster centers as shown in Table II. Eight data points
had the highest density and were selected as cluster centers,
namely data 30, data 31, data 20, data 41, data 1, data 47,
data 23, and data 18. Each cluster has a center from C1 to
C8. Figure 6a shows the location of the cluster center on
the SBP variable, and Figure 6b shows the location of the
cluster center on the ferritin level output variable.

The first cluster (Cluster 1) is a group of patients who
are overweight, have high blood pressure, have a short
duration of hemodialysis, have diabetes comorbidities, and
have a significant increase in hemoglobin levels during the
hemodialysis process. The ferritin level for Cluster 1 was 90
ng/mL. The second cluster (Cluster 2) is a group of patients
who are obese grade 1, have high blood pressure, have a
long duration of hemodialysis, have diabetes comorbidities,
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Figure 3. Data sample profile based on: (a) gender

Figure 4. Data sample profile based on: (b) ferritin levels
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Figure 5. Distribution of sample data in each variable: (a) BMI; (b) SBP; (c) DBPs; (d) HDDs; (e) dHb; and (f) Ferritin level

TABLE II. Cluster Center and Standard Deviation

Cluster i-th data as cluster center IMT SBP DBP HDD HT DM UTS dHb Ferritin
x1 x2 x3 x4 x5 x6 x7 x8 x9

C1 30 23.20 145 84 17 0 1 0 1.00 90.00
C2 31 25.00 154 87 28 0 1 0 0.30 103.50
C3 20 19.70 125 69 53 0 0 0 0.20 288.30
C4 41 18.10 140 75 4 1 1 0 -0.10 60.20
C5 1 21.30 190 104 66 1 1 0 0.70 1047.00
C6 47 21.50 184 90 11 0 1 0 0.40 41.40
C7 23 20.10 136 82 125 0 1 0 0.50 381.80
C8 18 25.30 128 73 18 0 0 1 0.80 468.00
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Figure 6. Number of clusters based on decrease/increase accept ratio and reject ratio: (a) accept ratio = (1-) and a reject ratio = ;

and have an increase in hemoglobin during the hemodialysis
process. The ferritin level for Cluster 2 was 103.5 ng/ml.
The third cluster (Cluster 3) is a group of patients with
normal nutritional status, normal blood pressure, a long
duration of hemodialysis, no comorbidities, and an increase
in hemoglobin during the hemodialysis process.

The ferritin level for Cluster 3 was 288.3 ng/ml. The
fourth cluster (Cluster 4) consists of thin patients with high
blood pressure, very short hemodialysis duration, diabetes
comorbidities and hypertension, and decreased hemoglobin
during the hemodialysis process. The ferritin level for Clus-
ter 4 was 60.2 ng/ml. The fifth cluster (Cluster 5) consists
of patients who have a normal nutritional status, extremely
high blood pressure, a long duration of hemodialysis, co-
morbid diabetes and hypertension, and a significant increase
in hemoglobin during the hemodialysis process. The ferritin
level for Cluster 5 was 1047 ng/ml. This ferritin level
is very high, so patients who fall into this group need
special attention. Ferritin levels of more than or equal to
1000 ng/ml indicate an accumulation of iron in the body
[28]. The sixth cluster (Cluster 6) is a group of patients
with normal nutritional status, very high blood pressure,
short duration of hemodialysis, co-morbid diabetes, and an

increase in hemoglobin during the hemodialysis process.
The ferritin level for this Cluster 6 was 41.4 ng/ml. The
seventh cluster (Cluster 7) is a group of patients with normal
nutritional status, high blood pressure, a very long duration
of hemodialysis, co-morbid diabetes and hypertension, and
a significant increase in hemoglobin during the hemodial-
ysis process. The ferritin level for Cluster 7 was 381.8
ng/ml. The eighth cluster (Cluster 8) is a group of patients
who are overweight, have normal blood pressure, have a
long duration of hemodialysis, have UTS comorbidities,
and have a significant increase in hemoglobin during the
hemodialysis process. The ferritin level for Cluster 8 was
468 ng/ml. This ferritin level is quite high, so patients who
fall into this group need special attention. The members of
each cluster are shown in Figure 7. Cluster 2 has the most
members, with 11 data, while Cluster 7 has the fewest, with
just one.

To determine the relationship of each variable to ferritin
levels, information from the correlation coefficient can be
used. The correlation coefficient between each variable and
ferritin before and after clustering is shown in Figure 8.
Before clustering, the variables with the highest correlation
coefficient values were SBP, DBP, DM, HDD, UTS, dHb,
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Figure 7. Number of clusters based on decrease/increase accept ratio and reject ratio: (b) accept ratio = (1- ) and reject ratio = 0.25;

HT, and BMI. After clustering, the largest correlation co-
efficient values are in DBP, HDD, DM, dHb, SBP, UTS,
BMI, and negative values are in HT. The decrease in the
correlation coefficient only occurs in the SBP and HT
variables.

The system output is derived from the center of the
cluster on the ferritin level variable, in contrast to previous
inference techniques that start with clustering and use a
particular function to get the system output. This is done to
anticipate the presence of outlier data. The weighted average
idea is incorrect in this situation since the clustering results
show the uniqueness and uniqueness of each cluster.

Training and testing data are used to conduct model
testing. We calculate the similarity of the results. The
ferritin levels from the model output are compared to the
actual ferritin levels obtained from the measurement results
to conduct the test. The similarity value is equal to the
model output divided by the real data if the model output
is less than or equal to the real data. On the other hand,
the similarity value is equal to the real data divided by the
model output if the real data is less than the model output.

The test results from the training data are shown in
Figure 9.a. In the training data, the average similarity level
is 62.53%. The main reason for this low level of similarity
is that three data points have ferritin levels that are quite far
from the ferritin levels in the cluster center. The three data
points are: 1) The 8th data point, with a ferritin level of 32
ng/ml, is in a cluster with a central cluster ferritin level of
90 ng/ml; 2) The 14th data point, with a ferritin level of 9.80
ng/ml, is in a cluster with a ferritin level of 60.20 ng/ml; and
3) The 28th data point, with a ferritin level of 27.8 ng/ml.
If these three variables are removed from the training data,
the similarity value becomes 77.42%. The test results for
the testing data are shown in Figure 9.b. and Table III. In
the testing data, the average similarity level is 83.74%.

A comparison of test results using the K-Means ap-
proach is presented as well in Table III. We perform
clustering with K-Means for the value K = 8. It is adjusted
for the number of clusters acquired using FSC. An average
similarity of 50.91% can be seen in the test results using
K-Means.

Using these results, we can predict ferritin levels in
CKD patients on hemodialysis by using information on
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Figure 8. Number of clusters based on decrease/increase accept ratio and reject ratio: (c) accept ratio = 0.75 and reject ratio of α

Figure 9. Eight cluster centers for accept ratio = 0.75 and reject ratio = 0.25: (a) SBP input variable; (b) ferritin level output variable
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Figure 10. Cluster members

Figure 11. Correlation coefficient with ferritin: (a) all data sample before clustering;
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Figure 12. Correlation coefficient with ferritin:(b) cluster center after clustering.

Figure 13. Model output vs real data: (a) data training;
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Figure 14. Model output vs real data: (b) data testing

TABLE III. The Results of Testing Ferritin Levels (Model Output VS Real Data)

Testing data Feritin level FSC K-Means
number (real data) Cluster Model Accuracy/ Cluster Model Accuracy/

Number Output Similarity Number Output Similarity

1 313.80 3 288.30 92% 6 135.95 43%
2 210.20 3 288.30 63% 6 135.95 65%
3 1,413.00 5 1,047.00 74% 7 1,208.00 85%
4 275.20 3 288.30 95% 6 135.95 49%
5 49.10 6 41.40 84% 1 449.72 11%
6 298.40 3 288.30 97% 6 135.95 46%
7 57.50 4 60.20 95% 6 135.95 42%
8 185.30 2 103.50 56% 1 449.72 41%
9 295.60 3 288.30 98% 3 224.18 76%

Average 83.74% 50.91%
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height, weight, blood pressure, examination of hemoglobin
levels, and comorbidities. Once the estimated fertinine level
is known, the clinician can make a decision about the next
action to be taken so that the quality of life of CKD sufferers
will be better maintained.

There are several advantages presented in the results of
this study. First, the input data used in this model is easy
to obtain on a daily basis, so effort and costs are not re-
quired. This condition is ideal for use in underdeveloped or
developing countries [29], [3]. Second, the implementation
of fuzzy clustering allows a data point to be a member of
several clusters with different degrees of membership [30].
This is in line with the concept of grouping the conditions of
CKD patients on hemodialysis. Third, the clustering process
is carried out adaptively, where the number of clusters is
not determined at the start but is obtained based on the
learning process by finding the largest density value in the
data sample. In this way, the cluster center that occurs is not
new data but is one of the data samples that has the highest
density. Fourth, by knowing the prediction of iron reserves
in the form of ferritin levels quickly, clinicians can quickly
make decisions on what therapy to take, especially when
CKD patients have very low or very high ferritin levels.

There are still a number of things that require further
research, especially related to the identification and analysis
of outlier data. In this study the identification of outlier data
was still carried out with the help of visualization. Such
modern algorithms can be considered for further research
[20], [31], [32], [33].

4. Conclusions and FutureWork
Data can be efficiently clustered into eight clusters

using FCS, which has an influence range of 0.5, an accept
ratio of 0.75, and a reject ratio of 0.25. Every cluster has
particular characteristics. Ferritin can be predicted by using
the cluster center generated by FCS as a reference. The test
results show an average level of similarity of 83.74%. This
outcome is significantly higher than the 50.91% application
of cluster centers that resulted from clustering the data using
the K-Means method.

One of the implications of handling outliers in FSC is
the formation of quite a large number of clusters. Because of
this, optimization needs to be carried out so that, apart from
being able to overcome outliers, the algorithm used also
produces an optimal number of clusters. Further research
needs to be conducted to enable the thorough identification
and evaluation of outlier data.
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