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Abstract: The significance of face recognition technology spans across diverse domains due to its practical applications. This study
introduces an innovative face recognition system that seamlessly integrates Multi-task Cascaded Convolutional Neural Networks
(MTCNN) for precise face detection, VGGFace for feature extraction, and Support Vector Machine (SVM) for efficient classification.
The system demonstrates exceptional real-time performance in tracking multiple faces within a single frame, particularly excelling
in attendance monitoring. Notably, the ”VGGFace” model emerges as a standout performer, showcasing remarkable accuracy and
achieving an impressive F-score of 95% when coupled with SVM. This underscores the model’s effectiveness in recognizing facial
identities, attributing its success to robust training on extensive datasets. The research underscores the potency of the VGGFace model,
especially in collaboration with various classifiers, with SVM yielding notably high accuracy rates.
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1. INTRODUCTION
Face recognition technology has piqued interest in var-

ious sectors due to its practical applications. The process
begins with face detection, followed by recognition once
the face is located. Extracting facial features is crucial for
robust recognition, ensuring adaptability to environmental
changes. This step is essential for enhancing recognition
results [1].

Traditional attendance tracking methods like paper-
based registers or barcode scanners are inefficient and prone
to errors. The shift to online learning due to the Covid-19
pandemic has made tracking attendance a time-consuming
task in both offline and online settings. The need for
more efficient systems, especially in education, workplaces,
and events, has led to the adoption of face recognition
technology [2].

Face recognition-based attendance systems have gained
attention for their accuracy and speed in identifying indi-
viduals. These systems use advanced computer vision and
deep learning to detect faces in images or live videos. While
single-face recognition systems are common, there’s a rising
demand for solutions handling multiple face detection and
recognition scenarios.

Identifying and authenticating multiple faces simulta-
neously holds importance in various practical applications.

For instance, in education, efficiently recording attendance
for all students at once is crucial. Likewise, in workplaces
or events, monitoring attendance for many individuals is
essential for security and organization.

To meet these demands, a sophisticated face recognition-
based attendance system is proposed. It can detect and
recognize multiple faces in a single frame by utilizing tech-
nologies like Multi-Task Cascaded Convolutional Neural
Network (MTCNN) for face detection, VGGFace for feature
extraction, and Support Vector Machine (SVM) for precise
identification. This system aims to streamline attendance
tracking, enhance security, reduce manual workload, and
provide real-time attendance data. Its design emphasizes
scalability, adaptability, and user-friendliness for deploy-
ment in diverse applications such as education, corporations,
and large events.

2. RELATED WORK
The domain of facial recognition has experienced no-

table progress, especially due to the effective utilization of
deep learning techniques in the past few years. Researchers
have delved into different deep learning structures to extract
features from faces and classify them, frequently utilizing
transfer learning methods to enhance their effectiveness.
The subsequent paragraph will elaborate on a few of these
methodologies.
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Prior research studies have shown that face recognition
tasks benefit from the high accuracy achieved by deep
learning models. Additionally, the choice of classifier sig-
nificantly influences the overall system performance [3].

Kumar et al. [4] introduces a multimodal biometric
system merging facial and gait recognition. They employed
PCA alongside an S-DNN, integrating cross-entropy anal-
ysis into their approach.

Arora et al. [5] introduce the MVM-LBP descriptor as
a solution to address the constraints within face recognition
systems. Their proposition implies that inclusion of variance
within the descriptor can effectively accomplish this goal.

Chinimilli et al. [6] concentrate on improving face
recognition-based attendance accuracy by reducing false
positives with the aid of a confidence threshold, specifically
employing the Local Binary Pattern Histogram (LBPH)
algorithm. They found that the face recognition rate for
identified students reached 77%, while the false-positive
rate was reported at 28%.

Kocacinar et al. [7] developed a mobile system in real-
time for recognizing masked faces using deep learning mod-
els, achieving a 90.40% validation accuracy. This system
identifies full faces as well as just the eyes.

Maharani et al. [8] enhanced face mask recognition by
merging Haar-cascade and MobileNet for detection, and
incorporating VGG16 and Triplet Loss FaceNet for recog-
nition with an accuracy rate of 82.20%. Additionally, they
utilized cosine distance and FIFO techniques to produce
person names and ID numbers, even under mask-wearing
conditions.

Razaq and Shukur [9] devised a facial feature extraction
method encompassing four phases. Their approach involved
implementing a Faster Region Convolutional Neural Net-
work to identify landmarks. Additionally, they utilized
wavelet scatter and CNN techniques for feature extraction,
employing DNN and SVM classifiers for subsequent clas-
sification purposes.

Ali and Kumar [10] suggested a rapid and precise
method for face recognition, merging deep learning and ma-
chine learning. Their approach involved utilizing Inception
V3 to extract features and employing Logistic Regression
with Ridge regularization for classification. They obtained
an accuracy of 94.87%.

Geetha et al. [11] focus on improving the speed and
suitability of monitoring online exams by employing SVM
and Eigenface algorithms, achieving an accuracy rate of
61%.

Ali et al. [12] present a real-time hidden Markov model
for face recognition that minimizes computational complex-
ity using preprocessing techniques.

Dang [13] introduces a facial recognition approach
employing an enhanced FaceNet model built upon Mo-
bileNetV2 with SSD, achieving 95% accuracy on a small
dataset. This method is well-suited for low-capacity hard-
ware and exhibits promise in applications like smart atten-
dance systems and IoT security.

Shibu and Samuel [14] present a new clustering al-
gorithm named Celestial PSO (RCPSO), which relies on
centroids and enhances the accuracy of clustering vast facial
image datasets. This method draws inspiration from particle
physics to tackle the complexities of clustering large, high-
dimensional datasets. They achieved 93.20% accuracy with
5000 images and 85.6% accuracy with 10000 images on
the LFW dataset.

Rajyalakshmi and Lakshmanna [15] propose an intelli-
gent face recognition system aimed at expediting parking
searches for drivers, lessening traffic congestion, and en-
hancing vehicle security, achieving a 91% face verification
accuracy for 100 vehicles maintained.

Deng et al. [16] introduced ArcFace, a novel loss func-
tion designed for face recognition. This function projects
face features onto a hypersphere, aiming to enhance distin-
guishability.

Yuan et al. [17] propose a lightweight federated learning
model designed for both edge servers and mobile terminals,
achieving 90% accuracy in experimental results. Their work
aims to address the challenges of reduced model accuracy
and equipment fairness in edge federated learning.

Yang and Han [18] developed a real-time attendance
system based on video for face recognition, achieving an
accuracy rate of up to 82%. The system focusses on four
key aspects: enhancing check-in accuracy, ensuring system
reliability, and minimizing truancy.

Ahmed et al. [19] conducted a comparison among
four face recognition models using a dataset that featured
only ten celebrities. VGG19 achieved an accuracy of 56%,
while MobileNet demonstrated better performance with an
accuracy of 84%, showcasing remarkable resilience to data
variations.

Khan et al. [20] proposed a CNN-based approach for
monitoring student attendance in smart classrooms. Their
system incorporates IoT and edge computing to process data
efficiently, outperforming conventional methods in detecting
and recognizing faces. They obtained a notable performance
with 94.6% accuracy in face detection and 85.5% accuracy
in face recognition.

Potdar et al. [21] designed an attendance system for ed-
ucators addresses proxy attendance by utilizing a liveliness
detection algorithm. This algorithm distinguishes between
real and spoof images through blinking detection and CNN
classification. Additionally, the system employs FaceNet for
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face recognition, achieving an accuracy rate of 93%.

Autade et al. [22] have developed an automatic at-
tendance tracking system based on facial recognition. It
utilizes a CNN for real-time face recognition, leveraging
the FaceNet model for face embedding and matching. The
system achieves an 75% accuracy in attendance recording.

In the following sections, we’ll explore the intricate
components and operational principles of face recognition-
based attendance system. A special focus will be given to
its ability to effectively detect and recognize multiple faces
simultaneously. Additionally, we’ll delve into the technical
details involving data collection, extracting features, and
recording attendance in the cloud. This exploration aims to
offer a comprehensive understanding of how this system can
transform attendance management across various contexts.
Further sections are arranged as follows: Section 3 presents
an overview of the Attendance System. In Section 4, the
Methodology employed in our research is explained. Sec-
tion 5 presents our Proposed Approach in depth, providing
a comprehensive explanation of the chosen approach and
its rationale. To enhance clarity, Section 6 includes an
Algorithm Diagram to visually represent the key processes.
Moving forward, Section 7 discusses the effectiveness of
our approach using specific evaluation metrics. In Section
8, the Discussion of Results critically analyzes the findings
and their implications. Finally, Section 9 offers a Conclusion
that summarizes the study’s key contributions and hints
at potential avenues for future research. This structured
approach ensures a clear and organized presentation of our
research methodology, findings, and insights.

3. ATTENDANCE SYSTEM
Attendance systems employing face recognition rely on

advanced computer vision algorithms and artificial intel-
ligence to automatically verify individuals by assessing
facial features. Widely adopted across education, corpo-
rate offices, and government institutions, these systems
streamline attendance tracking due to their convenience and
effectiveness [23].

The attendance system using face recognition follows
a sequence of stages to capture, process, and compare
facial features for attendance purposes. The Figure 1 below
illustrates the basic pipeline.

4. METHODOLOGY
We followed the following methodology to implement

a face recognition attendance system:

A. Face Detection
Detecting faces holds paramount importance in face

recognition systems, as it identifies and precisely localizes
the existence of faces within images or videos. This process
serves as a cornerstone for numerous other face-related
tasks and various applications in the computer vision.

Various approaches exist for face detection, with one
common method revolving around machine learning al-

Figure 1. Working pipeline of face recognition-based attendance
system

gorithms used to train models. During training, a dataset
containing images with both facial and non-facial elements
is typically used. As a result, the trained model becomes
adept at recognizing facial features like eyes, nose, and
mouth, enabling it to identify faces in new images [24].
Alternatively, another method involves template matching,
where an image is compared to a predefined face template.
If the image aligns with the template, the algorithm con-
cludes the presence of a face within the image [25].

MTCNN utilizes multiple CNNs for face detection in
a similar manner as [26], [27], employing three sequential
convolutional neural networks. It conducts face detection,
identifies facial landmarks, and aligns faces. We used the
MTCNN algorithm to detect faces in input images before
applying feature extraction methods and classifiers. Integrat-
ing MTCNN improved face detection accuracy and localiza-
tion, significantly enhancing the performance of subsequent
feature extraction methods and classifiers. Implementing
MTCNN as a preprocessing step successfully eliminated
false positives, ensuring the use of only authentic faces in
the following stages.

MTCNN, a widely used technology in various fields
such as security, human-computer interaction, and enter-
tainment, is recognized for its accuracy in identifying
facial features in images and videos, making it crucial in
facial recognition systems [28]. Within this research, the
utilization of MTCNN not only significantly improved the
efficiency of feature extraction methods and classification
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algorithms but also emphasized the critical role of precise
facial detection in achieving high accuracy in facial recog-
nition procedures.

The utilization of MTCNN in the research showcased
its capability to bolster the system’s overall accuracy and
dependability, highlighting its significance as a dependable
face detection algorithm.

B. Feature Extraction
Feature extraction is a crucial process that derives sig-

nificant features from raw data, enabling machine learning
models to efficiently acquire knowledge from the data.
This operation decreases the data volume the model deals
with, facilitating the learning of relationships within the
data. Convolutional neural networks (CNNs) are commonly
employed for feature extraction in image tasks. However,
training a CNN from the beginning demands substantial
time and data. Transfer learning presents a solution by uti-
lizing pre-trained models to extract image features, reducing
the training burden and enhancing efficiency [29].

In this study, we utilized four well-known feature extrac-
tion models, including the Inception Model, SqueezeNet,
VGG19, and VGGFace. These models exhibit unique ar-
chitectures and training methods, making them suitable for
different tasks. The evaluation involved analyzing the per-
formance of these commonly used pre-trained deep learning
models for feature extraction on our image dataset, with
accuracy as the primary assessment metric.

C. Transfer Learning
We utilize transfer learning, a method that involves using

a pre-trained model to address new tasks. This strategy
involves capitalizing on the knowledge and features ac-
quired by the pre-trained model to aid in training a new
model tailored to our specific requirements. By doing so,
the process of training machine learning models can be
notably accelerated and simplified. Instead of starting the
training process from scratch, we can utilize the knowledge
and capabilities of a pre-trained model that has already
mastered the extraction of valuable data features. This
approach is especially beneficial in scenarios with limited
data resources.

1) Inception Model
The Inception model stands out as a highly esteemed

neural network architecture recognized for its exceptional
performance and computational efficiency in computer vi-
sion tasks. Its notable capability resides in extracting intri-
cate and valuable features from images, primarily utilizing
a specific penultimate ”bottleneck layer” to produce a con-
cise 2048-dimensional feature vector for each input image.
This achievement is facilitated by employing convolutional
layer factorization, which reduces the network’s parameters
and connections, enhancing both efficiency and accuracy.
Additionally, Inception integrates crucial techniques such
as batch normalization, stabilizing and expediting network

training while addressing gradient issues. To address over-
fitting, it implements dropout by randomly deactivating
neurons during training, and pooling aids in preserving vital
features while reducing spatial dimensions. These combined
techniques significantly contribute to efficient feature ex-
traction and model simplification, ultimately elevating the
model’s overall performance [30].

2) Squeeze Net
It is a deep neural network architecture that was intro-

duced in 2016. Its unique design focuses on maintaining a
small model size and low computational complexity while
delivering high accuracy. It is a favored option for applica-
tions operating within constrained computational resources,
including mobile devices and embedded systems. During its
initial training, SqueezeNet utilized the ImageNet dataset,
which comprises millions of classified images spanning
diverse classes. This pre-training phase equips SqueezeNet
with the ability to learn generalized features adaptable to
various image classification tasks [31].

In the transfer learning process using SqueezeNet, we
utilize a pre-trained model to extract features from the
dataset. This involves inputting images into the pre-trained
SqueezeNet model and gathering output features from one
of its intermediate layers. These features extracted can be
used to train a new classifier tailored to our specific test
datasets.

3) VGG19
VGG19 is a deep convolutional neural network archi-

tecture that comprises 19 layers, encompassing 16 convolu-
tional layers and 3 fully connected layers. The architecture
utilizes 3x3 filters with a stride of 1 in its convolutional
layers, while the pooling layers employ 2x2 filters with a
stride of 2. This design enables VGG19 to extract distinct
and detailed features from images, making it a popular
choice for tasks such as identification, recognition, and
classification [32].

We utilize the pre-trained weights of VGG19, initially
trained on ImageNet, and adapt the model for our purposes.
By using our own classification layer instead of the final
softmax layer, we modify only the classifier’s weights
during training while maintaining the other layers unaltered.
This strategy combines the strength of feature extraction of
VGG19 with our classification task.

D. Classification
Building a face recognition system involves a crucial

stage of training classifiers using features extracted from
pre-trained models. The fine-tuned model compares the
obtained facial features with stored data of registered in-
dividuals in the attendance database. These classifiers dif-
ferentiate and identify faces within the system. Our system
integrates four distinct classifiers: SVM, Random Forest,
Logistic Regression, and Multi-Layer Perceptron (MLP).
The following section will delve into each classifier, offering
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detailed insights into their operations and their integration
within our face recognition system.

1) Logistic Regression
Logistic regression stands out as a prevalent statistical

model extensively employed in binary classification tasks
[33]. The logistic function is usually denoted mathemati-
cally as follows:

y =
1

1 + e−(β0+β1 x1) (1)

Where β0 is the intercept term, a constant that shifts
the curve left or right, while β1 is the Coefficient for
the predictor variable x1, determining the direction and
strength of its impact on the predicted probability. This
form of regression analysis focuses on understanding how
independent variables relate to a binary outcome variable.
Typically used as the final classification step, its aim is to
predict the probability of each class label.

Logistic regression in face recognition acts as a pre-
dictive technique used to estimate the probability of an
image belonging to a particular category. It achieves this
by computing a linear combination of the input features
and then applying a sigmoid activation function. Known for
offering understandable outcomes and streamlined training,
logistic regression proves effective for image classification
tasks in high-dimensional feature spaces.

We’ve implemented logistic regression as the ultimate
classification layer for each pre-trained model within our
face recognition system. Each pre-trained model’s output
is fed into the logistic regression layer, which computes
probabilities linked to each class label. The predicted label
is then decided based on the class that demonstrates the
highest probability.

A Logistic Regression classifier is trained to map the
extracted features Fi to student labels yi. The logistic
function is used to model the probability of each student
y given the features Fi:

P(y|Fi) =
1

1 + e−(W·Fi+b) (2)

Where W represents a vector of weights associated with
each feature in Fi. The weights determine the impact of
each feature on the prediction. Fi is a vector represents
the features of the input data for the i-th observation. Each
feature is multiplied by its corresponding weight in W.
b represents the bias term which is a constant that shifts
the decision boundary. It’s added to the weighted sum of
features before applying the logistic function.

2) Random Forest
Random Forest is a commonly used ensemble learning

method rooted in decision trees, frequently applied in

regression and classification tasks. Its core purpose is to
improve the predictive accuracy of machine learning models
by integrating numerous decision trees to model complex
relationships between input features and target variables.

The process begins with random subset selection, which
involves randomly selecting a subset of training samples of
size Nsample and a subset of input features of size Msubset.
Following this, decision tree construction takes place by
recursively partitioning the feature space to minimize im-
purity at each node. Finally, ensemble aggregation combines
the predictions of all trees using methods such as majority
voting for classification tasks. This ensemble approach
guarantees robustness and reduces overfitting compared to
individual decision trees. In applications such as face recog-
nition, Random Forest effectively learns complex patterns
and relationships among facial features, enhancing classi-
fication accuracy by managing missing data and providing
feature importance rankings.

Random Forest is recognized for its ability to address
overfitting, handle missing data, and provide rankings for
feature importance. It builds numerous decision trees during
training, with each tree in the forest created using a random
subset of training data and input features. The ensemble
works by combining the predictions of these trees, utilizing
a random aspect to ensure variety and lower the chance of
overfitting, thereby enhancing overall performance [34].

3) Multi-Layer Perceptron
The employment of MLP in facial recognition systems

aims to improve classification accuracy by learning data
patterns. MLP consists of multiple layers of nodes, with
each layer processing the previous layer’s output. Its
final layer provides the classification. This study explores
the use of Multi-Layer Perceptrons (MLP) employing
two optimization methods: Stochastic Gradient Descent
(SGD) and Adaptive Moment Estimation (Adam) for facial
recognition using transfer learning. The Cross-Entropy
function serves as the loss function for training the MLP
classifier, optimized either by Adam or SGD algorithms.
The initial learning rate was set to 1-e3. Implementation
of pre-trained models and MLP was conducted using the
PyTorch library.

a) Stochastic Gradient Descent
The SGD optimizer is extensively employed in deep

learning, adjusting neural network weights based on the loss
function’s gradient. This process continues iteratively, guid-
ing weights in the opposite direction of the gradient until
the loss function reaches its minimum. SGD’s simplicity
and effectiveness render it crucial in training MLPs. The
update rule for the i-th weight at time t is given by:

wi,t+1 = wi,t − α
∂L
∂wi,t

(3)

where w(i, t) represents the weight of the i-th parameter
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at iteration t. α is the learning rate, α hyperparameter that
controls the step size of the update. ∂L

∂wi,t
is the partial

derivative of the loss function L with respect to the i-th
weight at iteration t, It represents the slope or gradient of
the loss function with respect to that specific weight.

b) Adaptive Moment Estimation
Adam is a popular optimization technique extensively

used in training deep neural networks. It combines the
Adaptive Gradient Algorithm (AdaGrad) and Root Mean
Square Propagation (RMSProp) with the fundamental con-
cepts of the SGD algorithm. This dynamic method adapts
the learning rate for each parameter during training. Adam
is recognized for its robustness to noisy gradients, ability
to handle diagonal rescaling of gradients, and effectiveness
in dealing with sparse gradients.

The update rule for the i-th weight at time t in Adam is
given by:

wi,t+1 = wi,t − α ·
v̂t

√
m̂t + ϵ

(4)

Where wi,t+1 represents the updated weight of the i-
th parameter at the next iteration (t+1), while wi,t denotes
the current weight of the same parameter at the current
iteration t. The learning rate α determines the step size
during each iteration, guiding the algorithm toward a min-
imum of the loss function. v̂t is the estimate of the first
moment (the mean) of the gradients, obtained through an
exponentially decaying average of past gradients. Similarly,
m̂t represents the estimate of the second moment (the
uncentered variance) of the gradients, also computed as an
exponentially decaying average of past squared gradients.
Finally,

√
m̂t corresponds to the square root of the second

moment estimate, and ϵ is a very small number to prevent
any division by zero.

In simpler terms, this equation is used to update the
weights in the neural network in an adaptive manner at
each iteration during the training phase. The weights are
adjusted in the direction that minimizes the loss function.
The adjustment is made based on the estimates of the first
and second moments of the gradients.

In both SGD and Adam, the weights are updated at the
end of each iteration, so at the end of an epoch, multiple
weight updates have been applied. The difference between
SGD and Adam is that with SGD the weight updates are
simple steps in the direction of the (negative) gradient,
while with Adam the gradient steps are scaled using running
statistics of previous weight updates.

5. PROPOSED APPROACH
We propose a real-time attendance system using face

recognition technology incorporating MTCNN, VGGFace,
and SVM. Our model swiftly extracts features from input
images. When an image is captured, the system processes
and compares it with the existing database. If a match

is found, the system registers the person as present and
updates the attendance record accordingly. Further details
regarding the operational steps of this system are explained
in the following sections.

A. Data Collection
The first step is to gather a labeled dataset of face images

{(Xi, yi)}, where Xi represents the ith face image, and yi is
the corresponding label, indicating the student’s identity.

Concerning the dataset, we combined two diverse
sources: the ”Pins” dataset, sourced from Pinterest and
containing facial images, and the ”SPU” dataset, comprised
of images collected from students at the Syrian Private
University. This combined dataset comprises a total of
18,036 faces representing 115 different individuals.

This dataset showcases a diverse range of images,
demonstrating variations in pose, age, lighting conditions,
facial expressions, and the presence of accessories like hats,
eyeglasses, and sunglasses, as illustrated Figure 2.

Figure 2. Sample Faces from Syrian Private University Dataset

To facilitate algorithm development and evaluation, the
dataset was divided into three subsets: the training set (80%
of the images), the test set (10%), and the validation set
(remaining 10%). Researchers can utilize this dataset as a
valuable resource to enhance face recognition algorithms
and address real-world challenges.

B. Face Detection using MTCNN
We employ the MTCNN model to detect faces within

an input image. It is a multi-step deep learning architec-
ture specifically designed for face detection, encompassing
three stages: face detection, bounding box regression, and
facial landmark detection [28]. MTCNN is a face detection
algorithm that consists of three cascaded CNNs:

P-Net (Proposal Net) is tasked with creating poten-
tial face bounding boxes by processing an input image,
generating a series of bounding boxes with corresponding
confidence scores.

R-Net (Refine Net) works to improve the initially pro-
posed bounding boxes from P-Net. By taking the input
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image and P-Net’s bounding boxes as input, R-Net produces
a refined set of bounding boxes and confidence scores.

O-Net (Output Net) handles the conclusive stage of the
MTCNN algorithm. It utilizes the input image and bounding
boxes from R-Net to deliver a final set of bounding boxes,
confidence scores, and facial landmarks.

The P-Net network is trained to reduce the following
loss function:

LP = λ1Lcls + λ2Lreg (5)

where:

Lcls is the classification loss, which measures how well
the network can distinguish between faces and non-faces.
Lreg is the regression loss, which measures how well the
network can predict the bounding box coordinates of faces.
λ1 and λ2 are hyperparameters that control the relative
importance of the classification and regression losses.

The classification loss is calculated using a softmax
function:

Lcls = −

2∑
i=1

yi log(pi) (6)

where:

i is the index of the class (face or non-face). yi is the
ground truth label for class i. pi is the predicted probability
for class i.

The regression loss is calculated using a Euclidean
distance metric:

Lreg =

4∑
i=1

(xp
i − xg

i )2 + (yp
i − yg

i )2 (7)

where:

i is the index of the bounding box coordinate (x1, y1, x2,
y2). xp

i and yp
i are the predicted bounding box coordinates.

xg
i and yg

i are the ground truth bounding box coordinates.

The R-Net network is trained to minimize the following
loss function:

LR = λ1Lcls + λ2Lreg + λ3Llm (8)

where:

Llm is the landmark loss, which measures how well the
network can predict the facial landmarks of faces. λ3 is a
hyperparameter that controls the relative importance of the
landmark loss.

The landmark loss is calculated using a Euclidean
distance metric:

Llm =

5∑
i=1

(xp
i − xg

i )2 + (yp
i − yg

i )2 (9)

where:

i is the index of the facial landmark (left eye, right eye,
nose, mouth left corner, mouth right corner). xp

i and yp
i are

the predicted facial landmark coordinates. xg
i and yg

i are the
ground truth facial landmark coordinates.

The O-Net network is trained to minimize the following
loss function:

LO = λ1Lcls + λ2Lreg + λ3Llm (10)

where the loss functions are the same as for the R-Net
network.

Upon completion of training, the MTCNN networks
gain the ability to detect faces within fresh images. The
initial step involves using the P-Net network on the input
image to create preliminary face bounding boxes. Following
this, the R-Net network works to refine the precision of
these initial bounding boxes. Ultimately, the O-Net net-
work is employed to generate the definitive assortment of
bounding boxes, along with confidence scores and facial
landmarks.

The MTCNN algorithm is highly preferred for face
detection because of its combination of precision and speed,
consistently showcasing superior performance in various
face detection benchmarks.

C. Feature Extraction using VGGFace
VGGFace stands as a pre-trained Deep Convolutional

Neural Network (DCNN) model specialized in facial recog-
nition tasks. It has been trained extensively on an extensive
dataset of faces, enabling it to extract critical features
essential for tasks like face recognition, verification, and
identification. It is essentially an adjusted rendition of the
VGG-16 model, precisely calibrated for adept extraction
of facial features. The training regimen incorporated a
dataset comprising 2.6 million facial images portraying
2,622 individuals, with the explicit objective of pushing the
boundaries of face recognition technology [35].

To perform transfer learning using VGGFace, the initial
step involves substituting the model’s output layer with a
task-specific layer. Once we fine-tune the VGGFace model
on our dataset, the features extracted from it serve as input
for different classifiers. When utilizing a classifier, the pri-
mary procedure entails extracting features from our dataset
images via the pre-trained VGGFace model. Consequently,
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we proceed to train the classifier by associating labels with
these features. After the training phase, the classifier gains
the capability to forecast labels for new images. Figure 3
illustrates the architecture of the VGGFace network.

The feature extraction process entails the passage of the
input image Ii through the VGGFace model to acquire the
feature map F(l)

i . This can be represented as:

F(l)
i = CNNVGGFace(Ii) (11)

Here, F(l)
i represents the features extracted from the ith

face image at the lth layer of the VGGFace model. These
extracted features F(l)

i are then used as inputs for subsequent
stages in the face recognition process.

D. SVM Model
Support Vector Machines (SVMs) stand as a prominent

classification method within machine learning, lauded for its
proficiency in handling high-dimensional data and resilience
against noise [36]. In face recognition systems, SVMs play
a pivotal role in accurately classifying input images based
on individual identities. SVM learns a decision boundary
that segregates various classes in the feature space. This
boundary aims to maximize the margin between the closest
training data points and itself. Represented as:

Given a set of training data (Xi, yi), where Xi represents
the feature vectors and yi denotes the class labels, the SVM
aims to find the optimal hyperplane represented as:

wT x + b = 0 (12)

Here, w denotes the weight vector, x represents the
input feature vector, and b is the bias term. The objective
involves maximizing the margin between the hyperplane
and the support vectors, which are the closest points to the
hyperplane from both classes. This optimization problem
can be formulated as:

min
w,b

1
2
∥w∥2 (13)

subject to:
yi(wT xi + b) ≥ 1 (14)

The key objective is to identify the hyperplane that best
separates the classes while minimizing classification errors.
This ability allows the SVM model to generalize effectively
on unseen data, contributing significantly to the accuracy
and reliability of face recognition systems.

E. Attendance Marking and Reporting
After accurately identifying each student, their atten-

dance for the ongoing session is logged. The attendance

details are promptly refreshed within the attendance man-
agement system hosted on the cloud, ensuring immediate
and centralized record maintenance. This entire procedure
can be mathematically represented as:

Let Xi denote the feature vector extracted from the
ith student’s facial image using our trained model, and yi
represent the corresponding attendance status, with values
such as 1 denoting ”present” and 0 indicating ”absent.” The
recognition procedure can be formally represented as:

yi = Recognition(Xi) (15)

Here, Recognition(·) symbolizes the recognition func-
tion, which assesses the attendance status based on the
extracted features Xi.

Subsequently, the attendance records are effortlessly
synchronized within the cloud-based system, guaranteeing
their alignment with the current attendance status and
ensuring a precise and current attendance log.

We uphold detailed attendance logs, recording dates,
times, and students’ attendance statuses for comprehensive
auditing. Following this, we create attendance reports and
distribute them among relevant stakeholders. To handle
inaccuracies in face detection or recognition, we have inte-
grated error rectification measures. Routine validation and
testing procedures are in place to guarantee the precision
and dependability of the system. It is configured for settings
such as classrooms and synchronized with a cloud-based
attendance management system, streamlining the process
of attendance recording and reporting.

6. ALGORITHM DIAGRAM
The algorithm for the ”Face Recognition Based Atten-

dance System” automates attendance monitoring through
facial recognition technology. It operates by identifying
faces within an input image via MTCNN, detecting fa-
cial features using VGGFace, and classifying them using
Support Vector Machine. Upon classification as ”Present,”
it updates the attendance records and generates a report.
This system significantly improves attendance management,
particularly in situations involving numerous concurrent
face recognition instances.

7. EVALUATION METRICS
In this section, we’ll explore the evaluation metrics

utilized to measure the performance of our face recognition
attendance system. we employed two fundamental evalua-
tion metrics:

A. Accuracy
In tasks involving classification, like face recognition

systems, accuracy plays a vital role. It quantifies the per-
centage of correctly classified samples out of the total
sample count. The accuracy formula for our attendance
system is represented as:

https:// journal.uob.edu.bh

https://journal.uob.edu.bh


Int. J. Com. Dig. Sys. 15, No.1, 1527-1540 (Apr-24) 1535

Figure 3. VGGFace Network Architecture

Algorithm 1 Face Recognition-Based Attendance System

1: Input: Database of labeled face images {(Xi, yi)}, Input
Image I

2: Output: Updated attendance records
3: procedure Main({(Xi, yi)}, I)
4: B← MTCNN Detect(I)
5: F ← VGGFace ExtractFeatures(B)
6: for i← 1 to length(F) do
7: y← SVM Classify(F[i])
8: if y = ”Present” then
9: UpdateAttendanceRecord(yi)

10: end if
11: end for
12: GenerateAttendanceReport()
13: end procedure

Accuracy =
Correctly recognized faces
Total faces in test dataset

× 100% (16)

Although accuracy provides a straightforward measure
of the system’s ability to correctly identify individuals
within the dataset, it may not be sufficient, especially when
dealing with imbalanced datasets or when the implications
of false positives and false negatives vary.

B. F1 Score
This metric strikes a balance by considering both pre-

cision and recall. Precision signifies the proportion of true
positive predictions relative to all positive predictions, while
recall measures true positive predictions concerning all
actual positive instances. The F1 score is calculated as the
harmonic mean of precision and recall:

F1 Score =
2 · Precision · Recall
Precision + Recall

(17)

Precision is the ratio of true positive predictions to the
sum of true positive and false positive predictions:

Precision =
True Positives

True Positives + False Positives
(18)

Recall, also known as sensitivity or true positive rate,
is calculated as the ratio of true positive predictions to the
sum of true positive and false negative predictions:

Recall =
True Positives

True Positives + False Negatives
(19)

The F1 score proves particularly useful when dataset
instances are imbalanced or when different costs are asso-
ciated with false positives and false negatives. It provides a
comprehensive evaluation of the system’s performance by
accounting for both types of misclassifications.

8. DISCUSSION OF RESULTS
In our study, we explored various deep learning mod-

els - VGG19, VGGFACE, SqueezeNet, and the Inception
model - for transfer learning. These models were paired
with distinct classifiers: Support Vector Machine (SVM),
Logistic Regression (LR), Random Forest, and Multi-Layer
Perceptron (MLP). Through meticulously designed exper-
iments, we aimed to assess their performance using our
dataset. Our results unequivocally highlighted VGGFACE
combined with SVM as the top performer, demonstrating
the highest overall effectiveness. Additionally, fine-tuning
the VGGFACE network on our specific dataset notably
enhanced the model’s performance. Overall, our findings
indicate that VGGFACE with SVM presents a promising
approach for transfer learning in image classification tasks.

The data in Table I displays the effectiveness of different
embedding models combined with a SVM classifier. It
outlines details such as parameter count per model, fea-
ture shape extracted, and the achieved accuracy and F-
score measurements. Remarkably, the ”VGGFace” model
showcases superior accuracy and F-score at 95%, while
alternative models like ”Squeeze Net” exhibit comparatively
lower accuracy and F-score outcomes.
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TABLE I. THE IMPACT OF VARIOUS EMBEDDING MODELS ON THE PERFORMANCE OF THE SVM CLASSIFIER

Embedding Model No of parameters Feature shape Accuracy F1-Score

Inception Model 21,802,784 2048 39% 40%
Squeeze Net 1,235,496 1000 32% 33%

VGG19 122,788,928 4096 43% 45%
VGGFace 145,002,878 2622 95% 95%

The inclusion of SVM as a classifier in the face recog-
nition system explained in this paper presents a dependable
and accurate method for determining a person’s identity
through the analysis of their facial features.

In Table II the Logistic Regression classifier’s perfor-
mance is assessed across different embedding models, it’s
worth mentioning that although both the Logistic Regres-
sion and SVM classifiers achieved identical accuracy and
F1-score (95%) using the ”VGGFace” model, their perfor-
mance differs noticeably when tested with other models.
This discrepancy emphasizes the significance of selecting an
appropriate classifier, considering how it can yield diverse
impacts on distinct feature sets. It underscores the impor-
tance of matching the classifier choice with the unique traits
of data and feature representations derived from various
models.

The data presented in Table III showcases how the Ran-
dom Forest classifier performs across various embedding
models. Notably, the ”VGGFace” model attained notably
high accuracy and F-score of 93%, yet the Random Forest
classifier exhibits relatively poorer performance in compari-
son to both Logistic Regression and SVM classifiers. Across
other models such as ”Inception Model”, ”Squeeze Net”
and ”VGG19”, the Random Forest also displays reduced
accuracy and F-score values. These findings imply that the
Random Forest classifier may not be as adept in handling
the distinctive feature representations produced by these
embedding models.

We have utilized the SGD optimizer across four in-
stances with various embedding models. Assessing the
performance of the Multi-Layer Perceptron (MLP) classifier
in conjunction with the SGD optimizer involved evaluating
distinct embedding models, outlined in the subsequent table.

The MLP, integrated with the SGD optimizer, serves as
the classifier relying on the distinctive features extracted
by pre-trained models. Each pre-trained model’s output
interfaces with the MLP to predict the identity associated
with the input face.

The equations used to compute the output of an MLP
are as follows:

hi =

m∑
j=1

wi, jx j + bi (20)

yi = f (hi) (21)

Where x j is the input feature, wi, j is the weight con-
necting input x j to hidden neuron i, bi is the bias of hidden
neuron i , hi is the weighted sum of inputs to hidden neuron
i, f is the activation function of the hidden layer, and yi is
the output of the hidden layer.

Table IV illustrates how the MLP classifier performs
when using an SGD optimizer across diverse embedding
models. Specifically, the ”VGGFace” model stands out,
exhibiting a notable accuracy and F1-score of 92%. Nev-
ertheless, the performance of the MLP classifier displays
considerable variation when applied to distinct embedding
models, such as ”Squeeze Net,” resulting in notably lower
accuracy and F1-score values. This emphasizes the sensitiv-
ity of the MLP with SGD concerning the distinctive features
extracted by different models.

We employed an MLP with the Adam optimizer as
the classifier to identify faces in provided images, utiliz-
ing learned features from pre-trained models. The output
of these pre-trained models served as input features for
the MLP during classification. Throughout the training
phase, the Adam optimizer continuously adjusted the MLP’s
weights and biases based on the computed loss derived
from the disparity between predicted and actual labels.
The application of the MLP with the Adam optimizer in
our face recognition system involved several crucial steps.
Initially, we loaded the pre-trained models and maintained
their weights unchanged to extract features from the facial
images. Following this, the MLP was engaged for classifi-
cation using these extracted features. Utilizing backpropa-
gation alongside the Adam optimizer, we iteratively refined
the MLP by updating weights and biases to minimize loss.
Ultimately, the trained MLP was applied to classify new
facial images by inputting their features into the MLP,
thereby obtaining predicted labels.

The performance of the MLP Classifier with the Adam
optimizer using various embedding models is presented in
Table V It is worth noting that the ”VGGFace” model
demonstrates considerable effectiveness with a relatively
high accuracy and F1-score of 91%. However, akin to
the scenario with the SGD optimizer, the MLP classifier’s
performance significantly differs across diverse embedding
models when using the Adam optimizer. Notably, the
”Squeeze Net” model exhibits notably lower accuracy and
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TABLE II. THE IMPACT OF VARIOUS EMBEDDING MODELS ON THE PERFORMANCE OF THE LOGISTIC REGRESSION CLASSIFIER

Embedding Model No of parameters Feature shape Accuracy F1-Score

Inception Model 21,802,784 2048 47% 48%
Squeeze Net 1,235,496 1000 41% 40%

VGG19 122,788,928 4096 55% 56%
VGGFace 145,002,878 2622 95% 95%

TABLE III. THE IMPACT OF VARIOUS EMBEDDING MODELS ON THE PERFORMANCE OF THE RANDOM FOREST CLASSIFIER

Embedding Model No of parameters Feature shape Accuracy F1-Score

Inception Model 21,802,784 2048 32% 31%
Squeeze Net 1,235,496 1000 28% 28%

VGG19 122,788,928 4096 35% 35%
VGGFace 145,002,878 2622 93% 93%

TABLE IV. THE IMPACT OF VARIOUS EMBEDDING MODELS ON THE PERFORMANCE OF THE MLP CLASSIFIER WITH SGD
OPTIMIZER

Embedding Model No of parameters Feature shape Accuracy F1-Score

Inception Model 21,802,784 2048 45% 46%
Squeeze Net 1,235,496 1000 13% 9%

VGG19 122,788,928 4096 41% 43%
VGGFace 145,002,878 2622 92% 92%

F1-score values, reaching only 7% and 4%, respectively.
This emphasizes how the MLP classifier’s performance is
highly sensitive to both the chosen feature representations
and optimizer, highlighting the crucial role of meticulous
model selection and optimization for achieving optimal
outcomes.

Table VI presents a quantitative comparison of face
recognition performance achieved by various classifiers
using the VGGFace model. Each classifier is evaluated
based on the number of faces correctly recognized faces
(TP) and the number of misidentifications made (FP).

From the table, it can be observed that the SVM classi-
fier has the highest number of recognized faces (1712) and
the lowest number of misidentifications (90), making it the
most effective classifier among those tested. This suggests
that SVM, when used in conjunction with the VGGFace
model, is highly effective for face recognition tasks.

On the other hand, the MLP (Adam) classifier has the
lowest number of recognized faces (1640) and the highest
number of misidentifications (162), indicating that it may
not be as effective as the other classifiers when used with
the VGGFace model for face recognition.

The results highlight the importance of choosing the
right classifier when designing a face recognition system.
While the VGGFace model provides a robust feature extrac-
tion mechanism, the choice of classifier can significantly
impact the system’s performance.

Figure 4. Performance of various classifiers depending on the results
of various embedding models

The findings demonstrate that the accuracy achieved
using the VGGFACE model is superior to that of other
models, as illustrated in Figure 4.

During the evaluation of various pre-trained models, the
superior performance of the VGGFACE feature extraction
model in terms of accuracy and F1 score is evident. VG-
GFACE’s advantage lies in its specialized training on a
dataset specifically dedicated to face identity recognition,
encompassing over 2.6 million face images from 2,622
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TABLE V. THE IMPACT OF VARIOUS EMBEDDING MODELS ON THE PERFORMANCE OF THE MLP CLASSIFIER WITH ADAM
OPTIMIZER

Embedding Model No of parameters Feature shape Accuracy F1-Score

Inception Model 21,802,784 2048 31% 33%
Squeeze Net 1,235,496 1000 7% 4%

VGG19 122,788,928 4096 28% 29%
VGGFace 145,002,878 2622 91% 91%

TABLE VI. Quantitative Comparison of Face Recognition Perfor-
mance Using VGGFace Model Across Various Classifiers

Classifier Recognized Faces Misidentifications

SVM 1712 90
LR 1712 90

Random Forest 1676 126
MLP (SGD) 1658 144
MLP (Adam) 1640 162

different identities. In contrast, other models were trained
on the more general ”ImageNet” dataset, which includes
images from 1,000 diverse object classes.

The smaller size (1.23 M) of SqueezeNet and the dataset
it was trained on led to lower performance. The choice of
a pre-trained model significantly impacted each classifier’s
performance. For instance, SVM and LR demonstrated the
highest accuracy rates when combined with the VGGFACE
pre-trained model.

Our research findings emphasize the critical considera-
tions needed when selecting a pre-trained model for a face
recognition system. Despite Inception-v3 having 22M pa-
rameters and VGG-19 having 123M parameters, Inception-
v3 outperformed VGG-19 when paired with MLP. Inception
v3’s incorporation of a residual block helps it memorize
inputs, overcoming the vanishing problem. In terms of
classifiers, RF and MLP demonstrated lower accuracy rates
compared to SVM and LR. Among these classifiers, SVM
emerged as an effective choice, achieving high accuracy
rates when combined with pre-trained models. LR also pro-
vides a robust and accurate means of predicting a person’s
identity based on facial features.

Notably, LR consistently outperformed SVM in most
scenarios due to SVM’s sensitivity to the number of fea-
tures—an increased number of features makes it harder for
the algorithm to differentiate between classes. However, we
propose SVM as the proposed method because it finds the
“best” margin that separates the classes, reducing the risk of
error on the data, while LR does not have this property. This
leads to better generalization and potentially lower over-
fitting risk with SVM. Furthermore, SVM can effectively
handle high-dimensional data and model complex decision
boundaries, which are often required in face recognition due
to the complex relationships among facial features.

Additionally, SVM can handle complex decision bound-
aries better than linear LR. It is more robust to class imbal-
ance problems, which are common in face recognition tasks.
SVM focuses on support vectors closest to the decision
boundary, making them less sensitive to outliers in the
data. This is beneficial in scenarios where faces can exhibit
variations due to lighting, pose, and expression. On the other
hand, LR assumes a linear relationship between features
and the target variable, potentially limiting its performance
on complex datasets. It can be susceptible to outliers,
potentially affecting the decision boundary, and doesn’t
explicitly optimize for margin maximization, potentially
leading to a higher overfitting risk. Therefore, considering
these factors, we have chosen SVM as the proposed method
for our face recognition system.

9. CONCLUSIONS
In this research, we extensively delved into face recog-

nition systems, focusing on methods for extracting features
and classifiers. Our investigation highlighted the exceptional
effectiveness of the VGGFace model, trained on a vast
dataset for face identity recognition. Utilizing its features
led to achieving accuracy rates of up to 95%, with the
SVM classifier demonstrating particularly outstanding per-
formance by correctly recognizing 1712 faces.

Moreover, our research presented an advanced face
recognition-based on attendance system adept at simulta-
neously detecting and identifying multiple faces. By com-
bining MTCNN for face detection, VGGFace for feature
extraction, and SVM for classification, we introduced a sys-
tem streamlining attendance monitoring, improve security
measures, reduces manual effort, and furnishing real-time
attendance data. Its versatility across educational environ-
ments, workplaces, and substantial gatherings underscores
its value as an effective attendance management tool.

Our research emphasizes the significance of choosing
suitable pre-trained models and classifiers for face recog-
nition assignments. It also underscores the opportunity
for enhancements, such as integrating data augmentation
and ensemble learning methods. We remain committed to
progressing facial recognition technology, aiming to develop
more accurate and reliable systems that meet the diverse
needs of today’s society.
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