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Abstract: The COVID-19 pandemic has shifted ordinary life into a digital platform. Individuals rapidly use digital or online media to
avoid the impact of touch-based platforms. In this case, touchless technology is primarily used in operation theatres, online education
systems, ticket counters, etc. However, the online numerals or characters written in the air are challenging to recognize efficiently
due to the writing styles of every individual. Therefore, the present research focuses on recent work on online air-written handwritten
recognition. Almost eighty-plus standard articles on handwriting recognition from various journal/conference databases are considered
for the current review. In addition, the generalized methodology of handwriting recognition is also provided for new research. It is
observed that some online handwritten databases for some languages are freely available for research purposes. However, the online
real-time air-written numeral dataset is private for Devanagari and English. Therefore, designing and developing a standard dataset
for character or numeral recognition written in the air is suggested. The earlier studies achieved satisfactory results on air-writing
multilingual numerals collected via or without sensors using advanced machine learning and deep learning methods. The convolutional
neural network (CNN) has provided the best accuracy for several languages, excluding Devanagari.

Keywords: Air-writing data, online handwriting recognition, air written recognition, convolutional neural network, Devanagari/English
numeral dataset

1. Introduction
Due to the COVID-19 pandemic, the world has quickly

shifted towards the online/digital world [1], [2]. In the nu-
merical age, intelligent devices require a human-computer
interface to understand handwritten data, leading to a
paperless society accurately. Handwritten documents can
become damaged over time. Thus, appropriate indexing and
storage systems are crucial [3]. Numerous exciting features
of numerical reports include organizing and ordering a
vast amount of data for further processing, such as record
recovery. In this case, the researchers suggest focusing on
character and numeric recognition. Online and offline hand-
writing detection are the two groups used in the past. Due
to the extensive use of touchless technology, handwriting is
subclassified into offline, online and air-written [3]. When
a printed or handwritten document is scanned to produce
a number form, the writing on the offline paper can be
recognized. However, we cannot search for a character or
numeral in this numerical document because it is a picture.
A text from multiple copies must be transformed to ASCII
or Unicode format to search for [4].

One document in handwritten character/numeral recog-
nition may contain many languages. Nevertheless, every
person has unique handwriting. In handwriting recognition,
a text block is first distributed into lines, then those lines are
distributed into words, and finally, comments are distributed
into isolated characters/numerals [3]. For many scripts, a
different writing method is used [4]. The hand is a writing
that some languages use to indicate characters and numbers.
For instance, the Brahmic script uses the Abugida writing
system, which is used for most Indic languages [4]. Numer-
ous character recognition algorithms have been proposed
to transition to a paperless society [5], [6], [7], [8]. The
character recognition survey studies come in several forms,
but most are based on offline character recognition. Some
academic works have concentrated on online handwritten
character recognition. However, either Non-Indic Script or
Indic Script serves as the basis for both of these works,
i.e., online and offline. With the different Optical Character
Recognition (OCR) systems and OCR methodologies, an
identical set of letters, pictures, and symbols must be used
to assess and benchmark the studies. The study [9] contains
a thorough systematic literature review (SLR) of OCR
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approaches.

A study [10] thoroughly analyzed handwritten Indic
script identification using pre-processing, feature extraction,
and classification strategies [10]. The study [11] focused
on the outcomes obtained using various hand-written, in-
print, and mixed-text processing approaches and procedures
[11]. The authors [12] created a compact online recognizer
for a significant handwritten Japanese character set using
the vector quantization approach on distributed characters,
applying a Markov random field and well-framed dictionary
illustration. The study [3] surveyed the numerous script
recognition approaches based on frame and visual impres-
sion. The study [13] analysed several well-known scripts,
including Roman, Arabic, Chinese, and Indian. Some Indian
languages, such as Tamil, Devanagari, Oriya, Bangla, and
Gurmukhi handwritten Indian scripts have been reviewed
by authors [14]. A study on the Indic scripts was given
in [15]. Authors [6] describe the core of the handwritten
language, the procedures for obtaining digital information,
and the essential ideas of language detection methods for
both online and offline. For documents with many scripts,
script identification is a critical stage in the OCR process. A
predefined accumulation of symbols and pictorial features
in syntax is known as scripting. Each script contains unique
components that set it apart from others. Script recognition
is essential for automatically understanding papers that
are written in hand. Authors categorized and examined
numerous script identification techniques for document pho-
tographs in [7], and they compared the various schemes
based on their advantages and shortcomings.

The earlier studies have not focused on air-written online
handwritten numeral recognitions. Therefore, this article
focuses on a systematic literature review on recognizing
online handwritten numerals in several scripts. This liter-
ature review examines many methods and thoroughly ex-
amines online number handwriting recognition. The Online
Handwritten Recognition (OHR) system correctly identifies
an input character’s data. The social justice system has
changed how online handwriting analysis is done. In this
case, we focus on research on OHR published in seventy-
plus reputed journals and conferences. We’ve also provided
a selection of reputable OHR tools. The paper’s organization
is divided into ten parts. This section briefs about the sce-
nario of online handwriting recognition. Sections two and
three give motivation, objectives, challenges, and research
review methodology. Section four highlights the use of
handwriting recognition with online and offline approaches.
This section also covers the devices used for capturing on-
line handwriting data and applications of online handwriting
recognition. Sections five and six focus on sensor-less and
with sensors air-written multilingual recognition. Section
seven provides the online character identification databases
that are currently accessible. Methodologies used for air
written numeral recognition and limitations of existing
systems have been discussed in sections eight and nine,
respectively. The final part wraps up the current literature

review and discusses upcoming studies.

2. Motivation, Objectives, and Challenges
Over the past few decades, researchers have become

increasingly interested in handwriting recognition studies.
Nowadays, there is a significant advancement in online
writing recognition. However, there is always a remarkable
performance difference between humans and machines.
Handwritten data could be successfully reinterpreted and
digitized by cutting-edge technology like smartphones and
digital computers. Therefore, online handwriting recogni-
tion is helpful for various purposes. The challenge, however,
is reading characters written in varied handwriting styles,
sizes, and shapes. Finding writing hand poses to start air-
writing is difficult. Some writers may employ several writ-
ing techniques, which makes text recognition challenging
for a machine. Precise fingertip detection and tracking in in-
adequate real-time light, cluttered background, and blurred
finger motion are complex [16]. Numeral recognition in a
handwritten system is complex compared to printed numeral
recognition due to the variation in writing styles, strokes etc.
Accurate detection continues to be challenging due to the
tiny facet of the finger [17]. Online handwriting detection
is difficult because many databases are used for various
methods, feature extraction techniques, and accuracy levels.

Table 1: Difference between the present survey and
earlier studies

Reference Details about the study

Ghosh et
al. [3]

1. Several writing strategies were described
in detail.
2. Printed materials took priority.
3. There are just five to six published studies
on online handwriting recognition.

Singh et
al. [18]

1. Only eight Indian and six foreign scripts
received priority.
2. There has yet to be any known research
on the multilingual script recognition.

Menon et
al. [19]

1. Strictly focused on studies conducted
between 2000 and 2019 only.
2. Various OCR classification methods and
online/offline datasets are reported.

Proposed
study

1. Coverage ranges from the fundamental to
the commercial system.
2. Numeral and numeral string recognition is
covered regardless of the language.
3. This review also mentioned multilingual
numeral recognition.
4. The OHR research trends at various levels
are discussed, and it is then recommended
where the research may go.

Thus, the paper summarizes the study and reviews
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Figure 1. Flow chart as the essential elements of a systematic review.

current developments in online symbols, words, and unre-
stricted text distinction. Table 1 lists the primary variations
between recent and previous survey iterations.

3. ReviewMethodology
In the present review, we divided several methods

for computerized handwriting analysis into three
levels: recognition based on offline handwriting,
online handwriting, and recognition based on air
written. Published articles are considered from reputed
journals and conferences. In handwriting recognition,
numerous existing approaches were developed by
various academics. These handwriting recognition
technologies must be investigated to consider the
broad context. This data compiles journals, research
articles, books, conference/symposium proceedings,
and other sources. For the current study, reliable
sources were used, including the ACM Digital Library
(www.acm.org/dl), Springer (www.springerlink.com),
IEEE Xplore (https://ieeexplore.ieee.org), Elsevier
(https://www.elsevier.com/en-in), ResearchGate
publications, conference/symposium proceedings, and
pertinent websites. The four steps of identification,
screening, eligibility, and inclusion are shown in Figure 1
flow chart as the essential elements of a systematic review.

4. Research On Handwriting Analysis
Handwriting analysis includes the identification and

verification of writers. Studies on handwriting analysis
are scarce, and even fewer studies worked on online
handwriting recognition. When comparing writing styles,
handwriting individuality provides a quantifiable measure
of the distinctive characteristics of the author that can be
used to determine who wrote a given document and to
weigh the significance of any similarities and variances.
Handwriting is also a biometric trait to verify and recognize
the person. Additionally, a biometric feature that can be
verified automatically feeds the highest level of protection.
As a result, biometric characteristics like handwriting and
handwritten signatures assure security in many contexts,

especially in financial and ethical contexts. The method of
identifying the writers of the provided handwriting samples
is known as an identification scheme [20]. In contrast,
determining the original writer from the provided data
samples is known as verification [21].

Some studies have worked on handwriting signatures
and character recognition. For instance, the authors [22]
suggested a CNN model to create offline writing research
using handwritten photographs. A Siamese architecture is
used to confirm the writer and a recurrent neural network
(RNN) generates English words to explain the reasons for
similarity/discrepancy between writers [21]. In addition,
some studies [23] have focused on identifying offline sig-
natures using offline signatures.

The study extracted important individual traits from
a specific collection of Kanji characters via online Kanji
handwriting [24]. In study [25], authors introduced an end-
to-end writer label technique for 144 works using RNN,
taking into account the database that includes 133 authors in
English and 186 writers in Chinese. Indian and non-Indian
languages, including Gurumukhi, Oriya, Bengali, Telugu,
Gujarati, Chinese, Kannada, Malayalam, Arabic, Tamil,
French, Persian, and Roman, have all been used to identify
the source [26]. A thorough review of the verification of
handwritten Western and Indic signatures was done in the
study. The research used machine learning to conduct a
script perspective poll on writing recognition [27]. Several
studies on a variety of topics, including gender identity,
hand preference, and early neurological disease diagnosis,
have been published in [28], [29], [30], [31] based on
handwriting analysis.

A. Offline handwriting recognition
Offline and online handwriting recognition are the two

subfields of the handwriting recognition discipline. To per-
form offline handwriting recognition, the writer notes on pa-
per, scans or digitalizes it, and stores it as a picture. Suppose
someone scans and transmits an image to someone else, and
the receiver wishes to make changes. In that case, texture
recognition can only be accomplished because the picture
does not permit text searches or alterations. Research on
offline handwriting recognition has been successful in fields
including reading postal addresses, checking bank checks,
processing forms, etc. [32]. The offline handwriting char-
acter can be found using any of the following processes:
picture capture, preprocessing, segmentation, feature ex-
traction, selection, and categorization [33]. For OCR, it is
necessary to have a preprocessed scanned document and a
good resolution, but owing to scanning, this type of image
has poor resolution [34]. Character recognition is hampered
if a record has numerous scripts. Numerous scholars have
conducted in-depth studies on offline handwritten character
recognition based on Indic [35], [36], [37], [38], [39] and
non-Indic [35], [37], [40], [41], [42] scripts.
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Table 2: Recognition accuracy achieved for various offline handwriting recognition systems.

Authors Language / Script Level
Recognition
Accuracy Advantages Limitations

Pal and Chaudhuri
[35]

Chinese, Arabic,
Devnagari, Roman,
and Bangla

Text 97.33% Five languages
with good
Accuracy

Used the printed
documents

Gopakumar et al.
[36]

Hindi, English,
Kannada, Telugu,
Tamil, Malayalam,
and Tamil

Text 100% Seven Indian
languages were
used and achieved
100% recognition
accuracy

The system is
tested and
validated on a
limited dataset.

Prasanthkumar and
Dileesh [37]

Tamil, Hindi,
Malayalam, and
English

Word 81.69% Four Indian
languages are
considered

Recognition
accuracy is very
less.

Singhal et al. [38] Latin, Bengali,
Telugu, and
Devnagari

Page
level

91.6% Four languages are
considered

Recognition
accuracy is very
less

Jawahar et al.
[39], [43]

Telugu and
Devnagari

Word 92.3% to 99.86% Two Indian
languages are
considered

Recognition
accuracy is very
significant for
Telugu

Benjelil et al. [40] Latin and Arabic Word 97.5% Good recognition
accuracy

Worked only for
Latin and Arabic
Language

Zhou et al. [41] English, Hindi, Thai,
Arabic, Chinese, and
Korean

Text Arabia: 97.33%
Chinese: 98.00%
English: 96.77%
Japanese: 98.00%
Thailand: 98.67%
Korean: 96.77%

Six languages are
considered

Recognition
accuracy is less
and varies for
different
languages

Moalla et al. [42] Latin and Arabic Word 100% Two Indian
languages are
considered

This is
word-level
recognition

Moussa et al. [43] Latin and Arabic Text 96.64% by using
KNN and 98.72% by
using RBF

Good recognition
accuracy

Worked only for
Latin and Arabic
languages are
considered

Elgammal and
Ismail [44]

Latin and Arabic Line 96.8% Two Indian
languages are
considered

The work is
line-based
recognition
accuracy
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Figure 2. A generalized block diagram of the handwriting recogni-
tion approach.

As shown in Table 2, the foundation of every study is the
identification of writing in both handwritten and machine-
printed texts. However, the earlier studies only offered
an algorithm for the recognition of printed documents in
[35], [38], [39], [42], [44]. Some studies have described
their work on printed and handwritten recognition [37],
[40], [43], [45]. Other substantial works based on offline
handwriting recognition are suggested in [46], [47], [48],
[49], [50]. Table 2 displays the accuracy obtained by several
offline handwriting recognition algorithms.

B. Online handwriting recognition (OHR)
The OHR involves the automated conversion of text

entered into a particular digitizer, where a detector takes
information about moving the pen up and down in addition
to the movements of the pen tip. The users can use a stylus
or electronic pen to write on electronic devices, much like
a conventional pen and paper-based system. The OHR uses
contextual data, such as position, direction, velocity, etc.,
to create a dynamic or real-time computer representation of
the pen action. Online handwriting data makes it simple to
search for and retrieve information.

A regular handwriting detection system is composed
of six steps: image/data gathering, preprocessing, segmen-
tation, feature extraction, classification, and lastly, post-
processing (Figure 2). Data acquisition refers to creating
relevant datasets using information from several unrelated
sources. Similar points elimination, smoothing, size normal-
ization, and resampling are all included in the preprocessing
stage. The segmentation process divides digital data into
different portions to make the display more straightfor-
ward, understandable, and easier to analyze. Each letter is
interpreted as a trait vector during the feature extraction,
improving detection rates. Features are distinctive traits that
help us recognize a letter or word. The classification phase,
which leverages the features inferred for identification from
the prior stage by refining the choice made in the preceding
step, is the crucial decision-making stage: The third stage,
post-processing, encourages recognition. Figure 2 illustrates
the handwriting recognition method’s generalized diagram.

In real-time data collection, quality information such as pen
strength, the direction of pen movement, and other factors
are used. However, nowadays, modern cell phones and
laptops come with touch-sensitive screens, which enable
users to annotate the screen using a finger or electronic pen
instead of the keypad [3]. For instance, the word sample is

Figure 3. A model data captured by a generic webcam and prepro-
cessed images of Devanagari and English numerals.

recorded and preprocessed utilizing an internet tool shown
in Figure 3.

1) Online handwriting capturing devices
Most individuals still feel comfortable using pen and

paper, even if taking digital notes on computers and phones
is simple. However, the issue is that we need help to
easily browse and preserve handwritten notes the same
way we can with digital ones since dynamic information
can reveal essential details like the number of strokes and
their sequencing. Thus, it is crucial to recognize online
handwriting. Specific intelligent devices, however, can ex-
amine our drawings as we type. These instruments can
retain all the data required for the online identification
of letters, including coordinate weights, pen-up and pen-
down samples, slope, shape, moderate letter size, stress
on the document, and spacing between the strokes and
characters. The ”Take Note” is a storage-capable gadget that
digitally captures handwriting and ink drawings made on
regular paper without operating a computer or other special
software.

Several Wacom products, including the ”Wacom One
and Intuos” and ”Bamboo slate”, can capture handwriting
from the internet. With the ”CrossPad”, we can write and
send electronic notes on a portable notepad. This digital pen
uses radio transmission to store information on the tablet.
With ”DigiMemo’s” online writing feature, handwriting on
paper and the digital page may be automatically synchro-
nized. Over the digitizing pad, the sheet is positioned on the
device, and as the pen writes, its location is registered as
X-Y coordinates and saved in the device’s onboard memory
[48]. Another digital writing pad, ”iScribe”, requires a
special pen and a regular refill and can handle A4-sized
paper that can be used to record online handwriting. With
its annotation features, we can edit PDF files also. Anyone
ca48 [48] uses this gadget to write while retrieving info
digitally.

In addition to paper, the gadget utilizes USB connec-
tivity features on a notebook. ”Supernote,” which enables
users to capture and retain notes in the same digital format,
is another gadget that blends contemporary technology and
the conventional notebook. The ”WDCT” is a tablet-based
application with a visual user interface for gathering exam-
ples of handwriting data from further writers. The result of
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Figure 4. Handwriting capture online tools (a) Tablet PC, (b) PDA,
(c) Digital Tablet, (d) Optic Pen.

the device is a collection of directory-structured UNIPEN
files that include writer shapes, explanations of the gathering
procedure, and digital ink. HP Labs India developed the
”Lipi Toolkit (LipiTk),” an online handwriting detection
open-source toolkit. Open standards like UNIPEN are used
by LipiTk 1.0 to represent digital ink [51] and its annotation
[52]. Figure 4 lists the top online handwritten detection tools
(CrossPad, Take Note, iScribe, Supernote, PDA, DigiMemo,
Bamboo Slate).

C. Online script identification
Script identification becomes highly important in situa-

tions involving numerous languages because every method
for reading handwritten text is language-specific [49]. A
dedicated mechanism for recognizing scripts is necessary to
automate the distinction procedure [4], [11]. Characters can
be written with a pen; most hands are straight or curved,
founded on strokes. The script-identifying method is one
of the most crucial elements of multi-script text analysis.
Online handwriting analysis examines the placement of the
lines.

A three-script identification system for Arabic, Tamil,
and Roman was suggested, derived from an information
recovery technique. Using the KNN classifier, the line
segments from the training set were grouped. The chi-
square distance classifier forecasted an intermediate script
recognition rate of 93.3% [50].

The authors [18] suggested the Telugu, Devnagari,
Bangla, and Roman handwritten page-level character identi-
fication. According to the study, the Multi-Layer Perceptron
(MLP) classifier has an accuracy rate of 91.48%. Similar
to this, the authors used eleven bi-script variations, in-
cluding Roman-Gurumukhi, Roman Telugu, Roman-Urdu,
Roman-Kannada, Roman, Bangladesh, Roman-Devanagari,
Roman-Tamil, Roman-Oriya, Roman-Gujarati, and Roman-
Malayalam. They also combined Roman-Devanagari with
one regional script to create tri-script combinations, achiev-
ing the highest accuracy rates for bi-script and tri-script, at
98% and 96%, respectively [53].

D. Applications of online handwriting recognition (Air writ-
ing Recognition)
The OHR has a significant role in the global transition

to a paperless workplace. Online handwriting programs
are designed to assist people in writing in their preferred
manner while also digitizing their handwriting for future
use. In addition, the OHR has the crucial benefit of requiring

less storage space than physical copies. Searching for and
getting the necessary information from a digital record is
more straightforward than a hard copy document. The OHR
reduces the price of transportation, manual duplication,
and the likelihood of document loss. A digital record is
much easier to maintain and update than a paper document
regarding routine updating. The only method to protect the
digital copy from a catastrophe is to keep it. In the banking
industry, OHR can assist with customer signature verifica-
tion. Online handwriting is also used for writer verification.
This parcel delivery method makes it easier for the recipient
to know about and preserve a delivery record. In medicine,
OHR is used to identify the gender of unidentified authors,
assess neurological diseases, and administer psychometric
exams to the writer [28]. Therefore, to get the best results
from the OHR, we must conduct a comprehensive study to
maintain our documents secure, accessible, and affordable.

The use of OHR can be summed up as follows:

• OHR offers users a setting similar to that of a pen-and-
paper method., decreasing the time spent searching because
finding anything in a hard-copy document is difficult.

• It is simple, inexpensive, and requires little space to
store and share digital documents.

• Digital papers make editing more accessible, and OHR
allows us to save our work for future use.

• Capturing the online handwriting allows for writer
identification and verification.

• OHR is also applicable in the field of medicine.

5. Air-Writing Multilingual Numeral Recognition with
Sensors
OCR systems have a subfield called ”air-writing”, in

which hand or finger motions are used to write letters or
numerals in space. The text can be written into the air
with sensors and character motions, such as writing on a
virtual whiteboard. We can track the movement of the finger
or handheld device. Several studies have reported using
sensors to recognize air-written multilingual numerals. For
instance, the study [16] demonstrated the ability of a
wearable device to identify hand actions for air writing. The
gloves were designed to be worn on the hand and equipped
with accelerometers, motion sensors, angular rate sensors,
and smartphones.

Additionally, Bluetooth technology is used to record
and transmit signals. An accelerometer and gyroscope cap-
ture movement signals in a wearable hand motion-tracking
device. However, due to inertial sensor drift, translating
the acceleration data into crucial characteristics for stroke
recognition might need to be more accurate. The sensors
were linked to a glove to read the hand motions, and a
computer system was used to gather the necessary signals,
which convert them to text, resulting in an e-mail, message
(text), or another Android app [54].
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The study [55] proposed a method for recognizing
various handwriting styles on images using the varied
forms of letters or numbers using the strokes model. The
ligature model attempted virtual 3D characters from 2D
structures and applied the Bayesian model to detect actual
on-air writing. The method writes the English alphabet
in an unconstrained environment, resulting in a training
model employing natural on-air-writing motions. Shape and
motion features were used in the time series. However, an
algorithm has been proposed for gesture recognition using
an IR-UW Bradarsensor [56]. The proposed method uses
an infrared camera in an innovative device environment to
track the tip of a finger and space touch hand gestures. This
method estimates the end of a finger using a curvature-
based ellipse-fitting algorithm and is verified using an
ellipse-fitting rectangular area of some fixed value [57]. The
intelligent gloves were created using a sign language-to-
voice conversion mechanism for hand motion recognition.
The authors [58] developed a more adaptable and precise
system for measuring hand motions using flex sensors
and an inertial measurement unit. An indication is shaped
by the sensors appreciating the hand sign. The controller
coordinates the motion with pre-stored inputs.

On the other hand, authors [59] have focused on fine-
tuning the sensor and using this sensor afterwards to create
an editable document from handwriting. Transferring ideas
from scrawled notes to a usable digital copy requires time.
The answer to this issue is a pen that utilizes its action
to move penmanship into an editable Word document. It
recommends using the dynamics of the writing process to
handle the problem. To capture the movements of the stylus,
the gadget has a gyroscope and accelerometer devices. To
reconstruct the phrase, various mistake corrections are used
to convert the raw motion sensor data into processed, usable
data.

In the study [60], recent vision sensors that can record
3D finger locations and motions have been explored by writ-
ers. It offers a ground-breaking method of commanding and
interacting with computers by simply moving your palms
outdoors. We can identify users’ intended input information
by tracking the moving fingers. Using handwriting recogni-
tion as an example, it illustrates the human input approach.
A quick algorithm with dynamic time warping is proposed
with a time-series input to identify characters on the in-
ternet. However, segmentation strategies were employed to
identify the data points. It is challenging to pinpoint the
segments’ start and end, making this work difficult. As
a result, data-driven techniques and unsupervised learning
are usually used. For this task, the statistical techniques to
recognize characters use HMMs or a combination of HMMs
and neural networks. The alignment method of Hilbert
Warping has been proposed for handwriting recognition
[56].

A LED pen to track characters in the air is one of the
additional scenarios that have been put out. The technique

makes it possible to analyze 3D data and guarantees that the
start and stop of input are distinct. The handwriting issue
can be approached similarly to speech recognition, with
the input points being thought of as signals. Though, the
identification accuracy is a challenge with these methods.

Table 3. Summary of air-writing multilingual numeral
recognition with sensors

Dataset Sensors/Methods Accuracy Reference
— flex sensors and

Inertial
Measurement
Unit (IMU)

— [59]

— IR-UWB radar
sensors

96%. [60]

self-
generated

HMMs 99 % [61]

self-
generated

Bayesian recognition rate:
900 chars: 78.6%
2,350 chars:
64.0%

[62]

— accelerometer
sensor

93.39% [63]

— vision sensors — [64]

— depth sensor 1.9% for
letter-based
identification and
0.8% for
word-based
recognition,
respectively, is
the word mistake
rate.

[65]

Air writing provides a tactile experience, unlike tra-
ditional penmanship on paper or another medium, which
does not. The report appears organically drawn in the air
in uni-stroke without any pen-up and pen-down details. A
continual stream of sensor data like movement motions
follows air-writing. The user imagines and writes in a
writing box without receiving haptic feedback. Additionally,
air writing does not need to be read aloud. Motion charac-
ters—separate alphanumeric letters created with a single,
continuous stroke, are used in air-writing, as are motion
words. For online handwriting recognition, HMMs are well
known. In ligature, which connects letters without using
explicit pin-up moves, models are provided to handle online
cursive handwriting detection. Motion-based handwriting
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is comparable to motion gestures or signs in that sense.
Many sign-language identification systems use HMMs with
various sensing skills, including data gloves and vision-
based methods. With inertial sensors linked to a glove,
air-writing recognition was made possible. A depth sensor
tracks finger writing in the air. Different motion detection
and tracking methods subject the user to various behavioural
pressures. As an illustration, many users view wearing data
gloves as an unwelcome weight that could alter their move-
ment patterns [64]. The air-writing multilingual numeral
recognition has been done using sensors (Table 3). Table 3
illustrates the accuracy and use of air-writing multilingual
numeral recognition using sensors.

However, the studies reported in [59], [60], [64], [61],
[62], [63], [65] worked on air-writing multilingual numeral
recognition. These studies have used various sensors to
capture air-writing data used as input for further processing.
However, these studies’ recognition results vary due to
dissimilar sensors and methodologies.

6. Air-Writing Multilingual Numeral Recognition
Without Sensors
You can air-write without instruments by using your

hand or finger to make letters or numbers in a blank
area before a camera. However, there are few studies
on air-writing without sensors for international number
identification (Table 4). For instance, the study [66]
presented a sliding window-based technique for removing
noise and segmenting digits from a tiny portion of the
spatiotemporal input from the air-writing activity.

Table 4. Summary of air-writing multilingual numeral
recognition without sensors

Dataset Classification
Method

Accuracy Reference

MNIST and
Pendigits
English
numerals
dataset
(ISI-Air
Dataset)

RNN single
digit:98.45%
multiple
digits:
82.89%

[67]

0–9
numbers
and English
alphabets a
to z

R-CNN 96.11% [68]

MNIST,
Pen digits,
ISI-Air
English
single and
multi-digit
Numerals

RNN-LSTM 85.27% for
multi-digit
and 98.75%
for
single-digit

[69]

When handling temporal data, the RNN demonstrate a
substantial level of accuracy. A combination of MNIST and
pen digit datasets and the trials’ unique air-written English
numeral dataset were used to study English numerals (ISI-
Air Dataset). The algorithm produced 98.45% and 82.89%
accuracy values for single-digit and multiple-digit English
numbers, respectively. The authors [66] presented a novel
technique for identifying writing hand locations using the
faster region-based CNN (R-CNN) architecture for accurate
hand detection and segmentation. The number of raised
digits was also tallied based on the hand’s geometrical fea-
tures. They also suggest a reliable fingertip recognition and
tracking strategy that uses a brand-new signature function
termed distance-weighted curvature entropy. They attained
96.11% accuracy with the proposed air-writing approach.
Air-writing character identification accuracy was 96.10%
when using the EMNIST dataset’s 0–9 numbers and small
English alphabets.

Similarly, the study [63] has proposed a method for
identifying multi-digit numbers drawn with a video cam-
era that records airwriting. Using the MNIST, ISI, and
pen digits datasets for their tests, they produced single-
and multi-digit English numbers with 98.75 and 85.27%
precision. The studies on air-writing multilingual numeral
recognition without sensors used RNN and CNN methods
with satisfactory performance (Table 4).

Most of the research work reported (Table 5) is on
its own developed dataset on characters and numerals in
different scripts/languages since no benchmark dataset is
available. Specific air-written character recognition systems
without sensors have reported a maximum recognition ac-
curacy of 96%. Also, numeral recognition is addressed with
a maximum 98.45% accuracy.

7. Publicly Available Datasets
Enormous amounts of data are required to create real-

time air-written handwriting numeral recognition systems
with high recognition accuracy for training and testing. The
main goal in the advancement of handwriting recognition
research is compilation. The most famous attempts at real-
time air-written handwriting numeral recognition databases
are discussed in the present section.

7.1 IAHCC-UCAS2016: The dataset contains 3811 Chi-
nese characters (i.e., 3755 characters from the standard
level-1 set of GB2312-80 + other 56 frequently used charac-
ters), each type has 115 patterns in the IAHCC-UCAS2016
dataset. We organized more than 500 volunteers to collect
data [63].

7.2 IAHEW-UCAS2016: The constructed collection
comprises 150,480 recordings spanning 2280 English
words, each with 66 distinct examples. Three hundred
twenty-four additional individuals have provided data to the
project [63].

7.3 IAHCT-UCAS2018: 15,671 text lines with 260,224
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characters constitute the first in-air handwriting Chinese text
collection. The entire dataset is divided into a training set
and a test set, with the data from 277 authors (11,807 lines
and 196,129 characters across 3564 classes) being used for
training and the data from the remaining 92 writers (3864
lines and 64,095 characters across 2397 classes) being used
for testing [63].

7.4 The collection includes fingertip trajectories from
five subjects’ air-writing videos. The courses, which in-
cluded ten examples for each character, were recorded for
36 characters, including English alphabet letters (from a
to z) and integers (0 to 9). The air-writing films, which
contain backdrops with various levels of complexity and
luminosity, are captured with a standard webcam. One
thousand eight hundred air-writing character trajectories
have been recorded (10 samples of each of 36 characters
from 5 people) [16].

7.5 To immediately implement the suggested frame-
work, a standard air-writing dataset is still not readily
accessible. Therefore, a library of air-written numbers is
gathered to aid future trials. The data are recorded using
a standard video camera and a set, uniform-color marking.
An image of the marker tip’s location is produced following
marker segmentation, marker tip identification, trajectory
approximation, and marker tip segmentation. A numerical
identifier is then added to the dataset for each occurrence
of the produced picture. Three distinct databases were
produced for English, Bengali, and Devanagari numerals.
Ten thousand air-written digits from 20 distinct individuals,
each of whom penned one 417 characters 50 times, were
gathered for each dataset [54].

7.6 Since there isn’t public information that can be used
for this, the authors [54] make two different datasets. A one-
digit dataset has 20 symbols; the digits 0 to 9 are written in
clockwise and anticlockwise directions. The other dataset
contains directional characters with 16 signs [54].

7.7 There are 30,000 paths in the RealSense trajectory
character (RTC) dataset1. Four thousand are for evaluating
the model’s precision, and 26,000 are for training and
validation [54].

Table 6 highlights the air-writing multilingual numeral
datasets collected without using any sensors.

8. Methodologies Used for AirWritten Numeral Recog-
nition

Several methods and approaches have been used in
earlier research to tackle the problem of air-written numeral
recognition. Researchers mostly used machine and deep
learning-based methods in recognizing the numerals written
in the air. For instance, machine learning with handcrafted
features and deep learning with end-to-end learning were
frequently used in earlier research [70].

A. Machine Learning-based approach
In machine learning with the process of a handcrafted

feature, the numeral recognition system is divided into
feature extraction and classification. In this case, the
handcrafted-based features can be extracted from the raw
input data (e.g., accelerometers or motion sensors capturing
the gestures) and used to represent the gesture’s character-
istics [71]. Some commonly used handcrafted features are:

1) Histogram of Oriented Gradients (HOG)
This represents the distribution of gradient orientations

in the gesture image.

2) Hu Moments
Capture shape information of the gesture using image

moments.

3) Zernike Moments
Represent shape information as a series of orthogonal

moments.

4) Discrete Fourier Transform (DFT)
Converts the temporal information of the gesture into

frequency domain representation.

In classification tasks, some machine learning algo-
rithms like SVM, k-Nearest Neighbors (k-NN), or Random
Forests have been majorly used for classification [72].
However, the machine learning approach with handcrafted
features presents some advantages and disadvantages. Some
critical advantages and disadvantages are:

Advantages of Traditional ML with handcrafted fea-
tures:

• Interpretable: Handcrafted features can be easily un-
derstood and interpreted by humans.

• Require less data: This approach might work well with
smaller datasets than deep learning.

• Require less computational resources: Traditional ML
algorithms are usually less computationally demanding than
deep learning models [27], [71], [72].

Disadvantages of Traditional ML with Handcrafted Fea-
tures:

• Limited expressiveness: Handcrafted features might
not capture all the complex patterns and variations in the
air writing gestures.

• Feature engineering: Designing effective, handcrafted
features can be time-consuming and requires domain exper-
tise.

• Suboptimal performance: The model’s performance
might be limited by the quality and richness of the hand-
crafted features [27], [71], [72].
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Table 5. Summary of air-writing character recognition without sensors

Datasets Classification
Method

Accuracies Reference Advantages Limitations

English
Character- 1800
video

CNN 96.11% [16] Good
Recognition
Accuracy

Only one language

English numeral
dataset- 13600
images

CNN 98% [54], [57] Good recognition
accuracy

Only on English
numeral dataset.

English
Numeral dataset
– one digit &
multiple digits

CNN 98.45% and
82.89% for single
and multiple-digit
English numerals,
respectively.

[55], [57] Good recognition
accuracy.

Only in the English
language

English
Character
Dataset-26
image sequence

HW+EMD 90% [56] Good
Methodology

Less recognition
accuracy

Chinese
Character –
3755 characters

CNN 92.81% for
IAHCCR and
97.43% for
HCCR

[63], [66] Good
Recognition
accuracy

Experimentation on
a small dataset

English,
Bengali,
Devanagari
Numeral-10000
each

CNN 97.7%, 95.4% and
93.7% For
English, Bengali
and Devanagari
numerals,
respectively

[73] Three Indian
languages

Recognition
accuracy is less

Table 6. Summary of air-writing multilingual numeral recognition datasets developed without sensors

Reference Language / Script Number of
writers

Remark

[16] English alphabet and
numbers

5 1800 different air-writing character trajectories

[54] English Numeral and
Character

14 The digit dataset’s training and test set sizes are 12,000 and
1,600, respectively. There are 9,600 and 1,280 in the
directional symbol dataset, respectively. They have 30,000
trajectories in our RealSense trajectory character (RTC)
dataset1.

[57] English,Bengali,
Devanagari

20 10000 air-written numerals

[63] Chinese, English 500+ 3811 Chinese character classes. 150,480 recordings
covering 2280 English words. 15,671 text lines of 260,224
characters
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B. Deep learning-based approach
Deep learning-based models have recently been pri-

marily used in air-writing numeral recognition with the
highest accuracy to recover the limitations in machine
learning-based systems. In addition, deep learning offers an
end-to-end learning approach, where the model learns to
directly map raw input data (e.g., raw sensor readings or
image sequences) to the desired output (numeral labels). In
the context of air writing numeral recognition, researchers
mostly used either CNN or RNN models to process the raw
gesture data.

1) CNN:
This method is effective for processing image-based

gestures. CNNs can automatically learn hierarchical features
from the input images and capture spatial patterns. We can
use 2D CNNs for static gesture images or 3D CNNs for
temporal information in sequential gesture data [74].

2) RNN:
This method is suitable for processing sequential gesture

data. RNNs can capture temporal dependencies and pat-
terns in the air writing gestures. Long Short-Term Memory
(LSTM) or Gated Recurrent Unit (GRU) cells are often used
to handle long-range dependencies [75].

However, the deep learning-based models require some
essential parameters to deal with it. The optimal values
for hyperparameters in the air writing numeral recognition
tasks can vary depending on the specific dataset, model
architecture, and computing resources available. Though,
some common approaches can be used as a baseline.
However, they may need to fine-tune these values based on
experimentation and validation [54], [55], [57], [63], [73],
[54], [57], [54], [70].

1. Number of neurons: For CNNs, a moderate number
of neurons in the hidden layers, such as 64, 128, or 256,
can be used. For RNNs, similar values for the number of
hidden units in each layer are required.

2. Activation function: ReLU (Rectified Linear Unit)
for hidden layers and SoftMax for the output layer can be
used when dealing with multi-class classification tasks like
numeral recognition.

3. Optimizer: ’Adam’ is suitable for most deep learning
tasks, including airwriting numeral recognition

4. Learning rate: The’ Adam’ optimizer’s standard initial
learning rate can be 0.001 or 0.0001. Most researchers use
learning rate scheduling to decrease the learning rate during
training (e.g., using a learning rate decay).

5. Batch size: It can start with 32 or 64 batch sizes.

6. Epochs: Around 50 epochs can be sufficient to prevent
overfitting [76].

Advantages of deep learning with End-to-End learning:

• Automated feature learning: Deep learning models
can automatically learn relevant features from raw data,
removing the need for handcrafted features.

• High expressiveness: Deep learning models can cap-
ture complex patterns and variations, leading to potentially
better performance.

• State-of-the-art results: Deep learning has performed
exceptionally in various recognition tasks, including gesture
recognition [63], [73], [54], [57], [54], [76], [77].

Disadvantages of deep learning with End-to-End learn-
ing:

• Require more data: Deep learning models usually
require large amounts of labelled data to generalize well.

• Require more computational resources: Training deep
learning models can be computationally intensive and may
require powerful hardware or cloud resources.

• Black-box nature: Deep learning models can be more
complex to interpret than traditional ML approaches with
handcrafted features [63], [73], [54], [57], [54], [78], [79],
[80], [81].

In conclusion, traditional machine learning with hand-
crafted features can suit air writing numeral recognition
when data is limited and interpretability is crucial. However,
deep learning with end-to-end learning is the more common
and state-of-the-art choice for larger datasets and higher
recognition accuracy due to its ability to automatically learn
complex patterns and features.

9. Research Gap and Limitations of Existing Systems
1. All the existing Air-writing numeral recognition sys-

tems use sensors/external devices except for very few works
without sensors [55].

2. Previous Air-writing numeral recognition is
script/language dependent [57]. In place of fingertip
detection, a specific colour marker/ pen is used [55].

3. Few works are reported on numeral string recognition
[55] with 85.27% accuracy.

4. Commonly spoken languages are addressed in Air-
writing like Bengali, Oriya, Devanagari, and English [57].

5. A few methods like CNN, HMM, RNN, and LSTM
were developed for multilingual Indian scripts [55], [57].

10. Conclusions and FutureWork
This research presented a comprehensive review of the

current work done in offline/online multilingual and air-
writing multilingual numeral recognition with and without
sensors. The systematic architecture of datasets, segmen-
tation, feature extraction, and classification is provided
with current applications and challenges. The paper reports
that deep learning-based models have recently superseded
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conventional machine learning methods. This paper also fo-
cuses on the need for publicly available air-writing datasets
and air-written real-time multilingual numeral string recog-
nition challenges. It is concluded that only a little work
is done for multilingual numeral recognition written in the
air. Several researchers are working on that, but much work
is still required for multilingual numeral recognition. The
applications of multilingual numeral recognition written in
the air are more. Nonetheless, expected methodology and
challenges must be addressed, such as real-time hand pose
and fingertip detection, variation in writing styles, strokes,
etc.

In the future, this review can be effectively used in user
identification in top agencies for security purposes using
air-writing systems. In addition, the air-writing system can
also be used in reservation counters of railways and flights,
banking and online education systems, operation theatres,
or COVID-like pandemic conditions without touching the
devices.

Authors’ contributions: All authors have equally con-
tributed.
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