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Abstract:: The study examines the public perception of COVID-19 vaccinations in the United Arab Emirates (UAE) through the
analysis of Twitter data. With the goal of distinguishing between factual information and misinformation, the research utilizes artificial
intelligence algorithms to collect, process, and analyze social media posts related to COVID-19 vaccines. Python serves as the primary
programming language, with tools such as Twitter API and SNScrape used for data collection, and libraries like Pandas, NumPy,
NLTK, Scikit Learn, Matplotlib, Seaborn, and TensorFlow employed for data preprocessing, analysis, and model building. Through
sentiment analysis and clustering techniques, the study evaluates the sentiments expressed in tweets and identifies common themes
and perceptions surrounding different vaccines, including Pfizer-BioNTech, AstraZeneca, Sinopharm, and Sputnik V. The analysis
reveals insights into public sentiment towards vaccinations, highlighting factors such as efficacy rates, availability, and safety concerns.
Furthermore, the study presents a sentiment analysis model and compares its performance with the SMOTE algorithm for clustering
tweets based on sentiment. Results indicate that the proposed model achieves higher accuracy in sentiment classification compared
to SMOTE. The study underscores the importance of understanding public perceptions in shaping effective vaccination strategies and
combating misinformation during public health crises. Future research directions include exploring the impact of vaccination campaigns
and policy measures on public sentiment and behavior.
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1. INTRODUCTION
COVID-19 has been affecting many countries ever since

the first case was recorded back in December of 2019. As
of June of 2021, about 223 countries have been affected
by it with a total of 181 million cases being registered
and about 4 million deaths [25]. Due to the severity of it,
it had become a necessity to get people across the world
vaccinated so that we can come out of this pandemic safe
and sound [1]. While precautionary measures can help stop
the spread, vaccines are a crucial weapon against COVID-
19 as they can help build antibodies against it and future
variants of it as well. Due to the increased need for the
creation of the vaccine, it has become a race between major
biotechnology firms to develop and mass-produce a vaccine
for the COVID-19. With the distribution of vaccines being
started, it is very important to examine the acceptance of
COVID-19 vaccinations not just with its efficacy rate which
tells us about how effective the vaccine is in protecting the

people from COVID-19 but also the public perception and
recommendation over it on social media.
With sites like Facebook, Twitter and YouTube, social
media has become a huge part of our life thanks to the
ease in communication and also for how easy it has made
to spread information and also misinformation. Since the
rise of COVID-19, we have seen an increase in conspiracy
theories related to its which consists of it being part of an
elaborate plan by the Chinese government to it being a war
against religions among other. This has led to ones made for
the vaccines as well with the most common theory being
spread around is that production and development of the
vaccines are being funded by Bill Gates so that he can put
microchips inside the human body through the vaccine to
control their emotions and behavior [2].
These can present a problem as people would blindly
believe in them rather than doing their own research and
differentiate fact from fiction. As such, we need to devise
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methods that will allow us to analyze and interpret the
posts that users make and also to determine what a given
perception of a given vaccine is. This paper deals with
an extensive analysis of the data that we have collected
within the small duration the vaccination process in order
to analyze the public perception of a given vaccine [3].
The research begins with the collection of tweets from
various uses that will allow us to get an idea of what the
users think about the vaccines themselves. The data is then
cleansed and filtered out so that we can get only those
tweets that are relevant to our research. The goal of this is to
get a clear and unbiased overview of how the vaccinations
are being perceived and as such, we need to be sure that
the data we take helps in providing an unbiased opinion on
the matter. This will be limited to the country of UAE since
around 51% of the population is vaccinated as of May 2021,
which makes them the second country to achieve this feat,
the first being Israel and as of June 2021, about 150 doses
have been administered per 100 people, which is found to
be higher than Israel’s and Bahrain’s [4].
COVID-19 has profoundly impacted numerous countries
since its emergence in December 2019, with 181 million
cases and 4 million deaths recorded globally by June
2021. Vaccination has emerged as a crucial strategy in
combatting the pandemic, alongside preventive measures.
While vaccines offer protection against COVID-19 and its
variants, assessing public acceptance and sentiment towards
vaccinations, especially on social media platforms, is imper-
ative.

A. Motivation and Justification
The motivation behind this study stems from the crit-

ical need to understand and address public perceptions
of COVID-19 vaccinations. Misinformation and conspiracy
theories circulating on social media platforms pose signifi-
cant challenges to vaccination efforts, potentially hindering
public health initiatives. By conducting an in-depth analysis
of social media data, this study seeks to provide valuable
insights into the prevailing sentiments and concerns sur-
rounding COVID-19 vaccinations in the UAE.

B. Research Aim
This research aims to utilize artificial intelligence al-

gorithms to identify and evaluate public perceptions of
COVID-19 vaccinations in the UAE. The objective is to
discern factual information from misinformation or fake
news and assess vaccine performance beyond efficacy rates.

C. Research Objectives
The objectives of this study are as follows:

• Assess public perception of vaccines in the UAE
using artificial intelligence algorithms.

• Analyze and interpret social media data related to
COVID-19 vaccinations.

• Mitigate misinformation and bias to provide an ob-
jective evaluation of vaccine performance.

D. Research Objectives
Aligned with the research objectives, the revised re-

search questions are:

1) Where and how can we effectively collect relevant
data on public perceptions of COVID-19 vaccines in
the UAE?

2) What are the prevailing topics of discussion among
UAE residents regarding COVID-19 vaccinations on
social media?

3) How do UAE residents generally perceive COVID-
19 vaccines based on sentiment analysis of social
media posts?

4) What are the most frequently used words associated
with COVID-19 vaccines in UAE residents’ social
media discussions?

2. Literature Reviews
Sharing on social media has been on the rise in recent

years, with an estimate of millions of posts is being shared
each day. According to [5], they are about 6000 tweets
per second posted on Twitter which equals about 500
million tweets per day and 200 billion tweets per year. It
provides Artificial intelligence researchers with textual data
for research on various purposes such as NLP or to data
analysts to evaluate patterns that are associated with the.
Several kinds of research have been done on sentimental
analysis on political space, entertainment space, financial
field, medicine, and many more areas using data from social
media. In this section, we wish to show how sentimental
analysis has been applied on different topics and the results
obtained from such applications.
[6] in his research, aimed to filter the data and apply
NLP techniques and calculate sentiment polarity detected
in the user tweets during the 2014 Brazilian World Cup.
To achieve this, he used a machine-learning algorithm
for the normalization of data and used natural language
processing techniques like word tokenization, stemming
and lemmatization, Part of speech (POS) Tagger, Named
Entity Recognition (NER) and parser to extract emotions
from each tweet. The resultant assigned polarity obtained
was then further analyzed using Naı̈ve Bayes and Support
Vector Machine (SVM) to compare both results for Naı̈ve
Bayes and SVM and prove the best approach for sentiment
analysis on social media. By applying NLP techniques,
the researcher was able to gain the sentimental polarity of
the user’s tweets and thus was able to assign emotional
values[7].
[8] aimed to perform sentimental analysis using ordinal
regression and machine learning algorithms. The tweets
were first preprocessed then features extracted to help with
the analysis. Multinomial logistic regression (SoftMax),
Support Vector Regression (SVR), Decision Trees (DTs)
and Random Forests (RF) for sentiment analysis classifica-
tion in the proposed framework. Results experiment showed
that the proposed model can ordinal regression in Twitter
using machine learning methods with accuracy. The work
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[9]contributed to the new model for initializing the parame-
ter weights of the convolutional neural network, which was
crucial for training an accurate model while avoiding the
need for new features. An unsupervised neural language
model is used to train word embedding and is trained by
an unsupervised group of tweets. The conventional neural
network is used to refine the embedding on the supervised
corpus[10].
The components used in the proposed work are activa-
tions, sentence matrix pooling, SoftMax and convolutional
layer[11]. To train, Stochastic Gradient Descent (SGD) and
non-convex function optimization algorithms were used to
calculate the gradients backpropagation algorithm. Dropout
was used to enhance the regularization of the neural net-
works. The deep learning model is applied on two tasks:
message-level task and phrase-level task from Semeval-
2015 to predict polarity and achieve high outcomes[12].
[13]and [14] proposed implementing sentimental analysis
using deep learning techniques. They argued that sentiment
analysis faced challenges because of a lack of sufficient
data in the field of NLP. To solve this, they [15] argued
that deep learning and sentiment analysis can techniques
can be merged due to their automatic learning capabilities.
They[16] and [17] used SVM and Naı̈ve Bayes models for
twitter specific lexicon to compete with existing studies. The
artificial neural network (ANN) model used for classifica-
tion and outperformed the existing models. The proposed
model while used in sentimental analysis proved to be
more accurate and efficient. Deep learning models proved
to be better than SVM and normal neural networks as they
have more hidden layers as compared to the normal neural
network[18]. In their research[19], showed how much social
media plays a key role in understanding public perception
along with how social media has been used by mainstream
media to manipulate the audience to present the narrative
that they want people to know. It is pretty evident from the
2016 US Elections, which was the core part of their analysis
where the news media and outlets used public opinions to
find new ways to manipulate the odds in the favor of former
President of the United States, Donald J. Trump[20].

3. Methodology
This section will highlight the methods and the materials

that will be used to ensure that the research we have done is
according to the scope and the criterion we have set before
conducting the research. As such, our data will be limited
to assessing the vaccines that are in the UAE, i.e. Pfizer-
BioNTech, Sinopharm, SputnikV, and Oxford-AstraZeneca
and the data sources will be limited to collecting data from
Twitter since the reviews from it can be easily processed
by the model. Inclusion/Exclusion criteria need to be set as
well to ensure that we can maintain and work on the data
as ethically as we can. It will consist of making sure that
any kind of data that does not fit with our criteria is omitted
from it. It includes not analyzing tweets from news media
outlets or any social media influencer because there can be
some form of business in there which can badly impact the
analysis. In addition, any retweets from those news media

sites or people sharing those links will be omitted as well
as that is just them spreading the news they saw on those
sites. Any irrelevant tweets such as false information about
the efficacy of the vaccine will be omitted as well because
that can just be conspiracy theorists trying to reduce the
likelihood of people getting vaccinated or to spread false
rumors about it as well. We will try to include those posts
that are made where the people go through their experiences
after getting the vaccination as that will help in getting an
insight on which one they got. Along with that, we will get
an insight into any side effects they received from getting
the vaccination as how it impacted their lives as well. Lastly,
the data collected will be from 1st of February, 2021 when
the vaccination process started to late April, 2021 as it
will give us a healthy amount of tweets that will help in
conducting this analysis. Since we need to collect 16,000
tweets, collecting from a possible millions of tweets should
be easy, even with the API limit or with the limitation of
SNScrape.

A. Tools that will be used
This study will rely on Python as its primary pro-

gramming language, benefiting from its versatility and
rich ecosystem of libraries for data analysis and machine
learning. To collect and store tweets pertaining to COVID-
19 vaccinations in the UAE, we will utilize either the Twitter
API or SNScrape. Subsequently, data preprocessing and
standardization will be conducted using Pandas, NumPy,
NLTK, and Scikit Learn to ensure the integrity and consis-
tency of the dataset. Visualization of the data and model
analysis will be carried out using Matplotlib and Seaborn,
allowing for insightful exploration of public perceptions
and sentiments. TensorFlow will be employed to construct
machine learning models tailored for sentiment analysis,
facilitating the discernment of prevalent attitudes towards
vaccinations. By leveraging this comprehensive toolset, we
aim to conduct a robust analysis of social media data,
providing valuable insights into the public perceptions of
COVID-19 vaccines in the UAE.

B. Data Collection and Preparation
The data collection will be done by collecting 16000

reviews from Twitter. The data for this will be as a text.
About 4000 tweets will be allotted to each of the given
vaccination to give every vaccine a fair chance before
conducting the research. The tweets will be narrowed down
at random so that we can eliminate any form of bias from
our side and we report the facts found in the research. These
will be collected through the mix of scraping the data from
the web and through using the Twitter API. The reason a
mixed approach is used is that Twitter’s API is restrictive
in terms of how much data we can scrape out of it so using
other methods is a necessity to collect data for our use case
[14]. In the case of an audio or a video post, we will scrape
or transcribe the text in it which will then be cleared up to
be used as a way to analyze what the user is saying in that
video or audio [15].
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Figure 1. Data Processing and Analysis

The data collected is followed the exclusion inclusion
criteria we have set before collecting the data. For this,
we will scrape off any unnecessary links or texts so that
the dataset does not affect the result in any way. Substi-
tutions are placed for common spelling mistakes so that
the classifier does not confuse. This process is represented
in graphical form in Figure 2. in this, it gives a general
overview on how we will perform the crucial steps that
will help in collecting the data, cleaning and preprocessing
the data and also preparing it to be clustered, segmented
and be used to train the model as well.

Figure 2. Twitter Data Extraction and Sentiment Analysis

4. RESULTS
Once the data is processed and scraped, the data is first

classified through Sentiment Analysis in order to label it
positive, negative or neutral. This will help in ensuring that
we are able to Based off these labels, this is then passed
through another classifier, this time it is SMOTE in order to
cluster the texts based on the features that are found inside
the corpus of text. Doing this will help us in understanding

the public perception of the users on the vaccinations. Once
the model is built, we will then use it to segment the data
based off the labels that we have set in order to get an
idea of how many are there that are considered positive,
negative or neutral in nature. The model will be trained
using the data we have collected and also a mix of data
that we may collect from sites such as Kaggle should they
have the data we need. In addition, this will be used to
classify any new data that we will pass in order to get an
idea on how well it will be able to determine whether the
corpus sent is positive, negative or neutral.

A. Analysis and building of the model
Once the data is processed and scraped, first the data

is classified through Sentiment Analysis in order to label it
positive, negative or neutral. Based off these labels, this
is then passed through another classifier, this time it is
SMOTE in order to classify it based on the features that
are found inside the corpus of text. Lastly, the data will be
clustered using SMOTE in order to cluster the tweets based
on the features that it has and the sentiment that it provides.
To assess the performance of it, we will separate about 30%
of the data that we collect in order to use the unseen data
to assess how well it can classify a given corpus of text.
The higher the validation accuracy and how close it is to
the accuracy of the model, the more we will be sure that
the model is trained well and that it can accurately label the
text we throw at it. It can be used to examine large chunks
of text which can help in contributing the perception of a
given vaccine amongst the people of UAE.

B. Empirical Data Analysis
Once the data is cleaned and filtered out, we can analyze

and process the tweets according to the questions that we
aim to answer. It will ensure that we are able to develop a
good understanding on what the people have to say about a
given vaccine that they have received along with an idea on
whether they believe it is good or not. There are duplicate
tweets that are present in it such as some have mentioned
both Sinopharm and Pfizer-BioNTech in their tweet while
encouraging their followers to get vaccinated. These can be
considered for this research as they are talking more about
getting vaccinated rather than giving their opinion on the
given vaccine. Similarly, tweets that only mention the fact
that they are vaccinated but have used one of the tags in their
tweets is also considered as we can safely assume that they
used that given vaccine. In addition, we decided to remove
the usernames of the individuals so that their anonymity
remains and so that we can only focus on working with the
tweet itself. Some of the examples of the data that we had
to work with consist of the following: From these, we can
see that the perception for AstraZeneca was perceived bad
because of the present blood clotting issue that is found in
it. This has caused a negative image towards it after it was
revealed that patients can experience this and in extreme
cases, die due to it. This has sort of decreased over time
when Johnson and Johnson vaccine faced similar reports.
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TABLE I. :SAMPLE DATA FOR ASTRAZENECA VACCINE

Date Tweet body Search query
2021-
03-31
12:35:33

Hope Consortium: African minis-
ters say doubts about AstraZeneca
led to vaccine hesitancy

AstraZeneca

2021-
03-31
23:27:46

JnJ now guys it’s just a mixup next
batch is in next week be ready
johnsonandjohnson AstraZeneca

JnJ,
AstraZeneca

2021-
03-31
23:36:21

Just a warning to those doubtful
of this story; the AstraZeneca jab
has made many people sick with
an array of troubling symptoms,
myself included. I’ve not yet had
the 2nd, but some friends have;
several vomited, all had crush-
ing headaches, swollen faces, great
lethargy”

AstraZeneca

2021-
03-31
23:35:49

Somewhere, the AstraZeneca folks
are feeling cheered-up that some-
one else effed up for once.

AstraZeneca

TABLE II. :SAMPLE DATA FOR PFIZER-BIONTECH VACCINE

Date Tweet body Search query
2021-
03-31
22:53:59

1 shot down Feeling very blessed
vaccinated PfizerBioNTech

Pfizer

2021-
03-31
22:43:08

I’m finally completely vaccinated
Even though I’m grateful for sci-
ence every day today is particularly
special! PfizerBioNTech

Pfizer

2021-
03-31
18:24:42

Got my first COVID vaccine dose
this morning. GetItDone Pfizer-
BioNTech

Pfizer

2021-
03-31
18:13:45

Bring on Twins baseball I’m fully
vaccinated as of today Twins tar-
getfield PfizerBioNTech

Pfizer

TABLE III. TABLE 3: SAMPLE DATA FOR SPUTNIK V VAC-
CINE

Date Tweet body Search query
2021-
03-31
21:33:46

As for me I prefer SputnikV, how-
ever I have payment for one dose
only hence I have to mix

SputnikV

2021-
03-31
21:03:48

It saddens a lot because in that
crowd I can assure you 50 voted
for and look at what they’re going
Through A lady fainted today as
she was crossing the bridge to

SputnikV

2021-
03-31
21:02:56

SputnikV is deliberately not being
registered in the EU because of
pressure from USA and UK Oth-
erwise the vaccine have no issues.

SputnikV, vac-
cine

TABLE IV. TABLE 4: SAMPLE DATA FOR SINOPHARM VAC-
CINE

Date Tweet body Search
query

2021-
03-15
19:14:02

If you had Sinopharm vaccine you
can test positive even after getting
the 2nd dose but it will be very
mild, it gives you full immunity
after completing 14 days after 2nd
dose. You can get severe illness
from 1st dose too so still be careful

Sinopharm

2021-
03-31
22:43:08

They combined two trials for
phase 3 without standardized dos-
ing schemes. But there is a lot more
data now and that doesn’t point to
an issue. And in such an old type of
vaccine you wouldn’t expect issues
I took Sinopharm as part of a phase
3 trial on the same logic btw

Sinopharm

2021-
03-15
17:27:04

I wasn’t convinced but went cos of
my mum. Sinopharm made more
sense to me but ended up getting
Pfizer and had quite an ugly reac-
tion - what essentially felt like a
panic attack with 6 days of recov-
ery post 2nd jab. Unknown times
but yes I think it is best to get
vaccinated ASAP.

Sinopharm

From looking at these tables, we can easily deduce that
Pfizer has a generally better public perception compared to
others due to either its high efficacy rate or due to the fact
that it was readily available in countries such as US, UK
and in the UAE. This has led to it being more used and
talked about compared to other vaccines which have been
unavailable to those areas either due to political reasons or
due to the fact that these are found in small stocks. The
former is true SputnikV and Sinopharm due to the fact the
restrained relationships with Russia and China and the latter
is true for the case of AstraZeneca.
In addition to this, we have had also analyzed the data
itself so that we are able to provide a clear overview on
the frequency of words that are used all across the dataset,
which will give an idea on what the tweets consisted of and
what were the general talking points in those. For this, we
will eliminate any of the common words such as “vaccine”,
“vaccination” or the name of the vaccine as we only need to
examine what other words were commonly used alongside
it. In addition, any mention of countries will be omitted as
well as that would not tell us anything significant of the
tweets that are being made on the vaccine. For this, the
top three most used words (MUW) that were found in the
tweets for each of the vaccine are according to the below:
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TABLE V. Word Frequency Distribution of Tweets in the Dataset

Vaccine 1st MUW Freq 2nd
MUW

Freq

Pfizer-
BioNTech

dose 1234 first 1107

AstraZeneca people 466 blood 409
Sinopharm pharmaceutical3815 firm 3703
SputnikV doses 340 approved 207

• People getting their first dose of Pfizer vaccine or
people comparing or suggesting others to go with
Moderna vaccine.

• People being concerned over the blood clotting issue
that is found in AstraZeneca but this is from the more
recent tweets.

• People discuss about the availability of the vaccine
in pharmaceutical firms for Sinopharm vaccine.

• Lastly, people talking about the doses for Sputnik to
be approved for use despite the political tension that
is present between Russia and countries like the USA,
and UK.

Figure 3. Graph Depicting the Perception of the Given Vaccines

The tweets which the sentiment analysis done can be
summed up in figure 3 and clustered as seen in Figure 4.

Figure 4. Clustering Result

C. Assessment of the algorithms used
As previously mentioned before, we will use a senti-

ment classifier to do this along with perform a clustering

algorithm, i.e., SMOTE in order to classify these tweets
as positive, negative or neutral. As such, we will need to
develop the sentiment classifier that we can compare with
the SMOTE algorithm.
For this, we will use TensorFlow to build the algorithm to
classify and determine the sentiments of the tweets that we
have collected (Large-Scale Machine Learning in the Earth
Sciences, 2018). TensorFlow is an open-source library that
is made by Google that is used to build models from scratch
or to use the likes of Keras as a front end to simplify the
building process.
For this, we will train the model to perform sentiment
analysis using the existing dataset that is used to train such
models. For this, we will use the dataset that we collected
from the internet to classify it as positive, negative or
neutral. The model that we created looked like the following
table.

TABLE VI. Model Summary

Layer Output Shape Params
Embedding (None, 1000, 64) 640,000
Dropout (None, 1000, 64) 0
Dropout 1 (None, 1000, 64) 0
LSTM (None, 100) 66,000
Dense (None, 1) 101

From these, we can deduce that a total of 706,101
trainable parameters are included in it, which will help in
making sure that the model is pretty accurate. The model
works by first embedding the given text or string to it being
a noun, pronoun or among others. This is then trained and
passed on to a LSTM network that will read through it
sequence by sequence so that it can detect the emotion of
the text or what is the sentiment of it in this case. The
diagram for the model will look something like what is
shown in Figures 5 and 6 shown below:

In this diagram shown in Figure 6, the following labels
are used the following parts of the model

• X – this is used to refer to the input data that is being
transferred to the model. this

• Xn’ – this refers to the hidden layers that are received
from the model and into the dense layer. Each of these
nodes consist of an activation function that will help
in adjusting the parameter of the function so that we
are able to get the right result.

• I – this refers to the input layer of the LSTM network
that we have used. In this, the input received is from
the embedding layer that will consist of the features
that are found inside of the LSTM layer.

• O’ – the output layer of the LSTM layer from which
we collect the output that we have obtained after
processing it in the hidden layers of the LSTM model.
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Figure 5. Basic diagram of the model

Figure 6. Graph Plot of the Model with the Variables and Input
Parameters

In this, LSTM consists the input layer, output layers and the
hidden layers which consists of the forget gate. To prevent
overfitting, we have added a dropout rate to it. A dropout
acts as a regularizer that helps in making sure that the
models are properly trained and that the risk of overfitting is
reduced. This works by stopping a set number of neurons at
random in the network from training so that the activated
ones can train better. In our case, we have trained it to
work under a dropout rate set at 40%, which means that
40% of the subsequent layers will be deactivated at random
at each epoch so that the rest of the 60% will be trained and
further improved. This will help in better regularizing the
LSTM network so that it can better analyze the sentiment

of the model. In our case, we have added two dropouts as it
can potentially help in better training the model as we will
be first deactivating a set percent of the neuron and then
proceed to deactivate a portion of the remaining ones.
This model will be passed through 50 epochs which means
that the data will be passed through the model for about 50
times which will help it get familiar with the patterns found
in a positive, neutral or a negative corpus. The diagram in
Figure 11 gives us a general overview on what the model
will look like along with the number of parameters that it
will have. This consists of the input parameters of the layers
and the output parameters of the layer. This information can
help in understanding how many neurons will work in a
network.
When training the model out, we found out that the model
has a pretty high accuracy of about 98%, which shows
that it is pretty familiar with the data itself. Meanwhile
the validation accuracy was found to be around 88%. There
could be a chance that the model has been over-fitted where
the data is too familiar with the data and any unfamiliar text
fed to it will be met with an uncertainty. The graphs of these
can be seen in Figures 7 and 8 which shows the accuracy
of the model as well as the loss that it calculated as well.

Figure 7. Graph Depicting the Training and Test Accuracy of the
Model

Figure 8. Graph Depicting the Training and Test Loss of the Model

From the loss that we calculated; we can examine that
the model performed as well as we intended it to be. The
high amount of loss on test indicates that there are some
accuracy problems in the model such as it can generate more
false positives and negatives but overall, we can see that the
model will be able to accurately detect the sentiment of the
text that is being passed at it.
This will be compared to the SMOTE algorithm that we
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will use to cluster these tweets based on the sentiment that
it provides. To simplify our process, we will use the module
of SMOTE from the library imbalanced-learn, which is like
SciKit-Learn but it provides already made algorithms for
oversampled data, which also includes SMOTE. Comparing
the two together, we can give the result in the following
table:

TABLE VII. Comparison with Our Algorithm And SMOTE

Algorithm Test Accuracy Validation Accuracy
Our Model 86% 88%
SMOTE 82% 84%

As we can see in Table , our model performed generally
better because SMOTE is usually used when data is highly
imbalanced, unlike our dataset where the labeling is
somewhat balanced in general. This can help in making
sure that we are able to classify an imbalanced data.
However, SMOTE can be used to train the model far better
as it can better cluster the data compared to classifying
with the help of Sentiment Analysis.
In terms of the validation process, the sentiment analysis
model’s performance was evaluated using metrics such as
accuracy and validation accuracy. These metrics provided
insights into the model’s ability to accurately classify tweets
into positive, negative, or neutral sentiments. The selection
criteria for the model were based on its performance on the
validation dataset, ensuring its reliability and effectiveness
in sentiment analysis.

D. Discussions
In the discussion section, we will delve deeper into

the implications of our findings within the broader context
of existing literature on public perceptions of COVID-19
vaccinations. By examining how our results align with or
diverge from previous studies, we can better understand the
nuances of public sentiment and its implications for vaccine
acceptance.
Firstly, we will explore how our findings contribute to
the existing body of literature on vaccine hesitancy and
acceptance. Research in this area has highlighted various
factors influencing individuals’ attitudes towards vaccines,
including trust in healthcare systems, perceived vaccine
efficacy and safety, and exposure to misinformation. By ana-
lyzing public sentiment on social media, our study provides
real-time insights into these factors, offering a contemporary
perspective on vaccine acceptance in the UAE.
Furthermore, we will discuss the implications of our find-
ings for public health interventions and communication
strategies. Effective communication is crucial for building
trust in vaccines and addressing concerns among the public.
Our study highlights the importance of targeted messaging
and tailored interventions to address specific vaccine-related
issues identified through sentiment analysis. For example, if
negative sentiment towards a particular vaccine is prevalent,

public health authorities can focus on addressing specific
concerns related to its safety or efficacy.
Additionally, we will address any limitations of our study
and suggest areas for further research. While social media
data provides valuable insights into public sentiment, it is
important to acknowledge its limitations, such as potential
biases and representativeness issues. Future research could
explore ways to mitigate these limitations and incorporate
complementary data sources to provide a more compre-
hensive understanding of vaccine perceptions. Finally, we
will compare our findings to relevant studies in the field to
contextualize our results and emphasize the significance of
our study. By highlighting similarities and differences with
previous research, we can validate our findings and identify
areas where our study contributes novel insights.
The discussion section will provide a thorough analysis
of the implications of our findings, offering insights into
the complex dynamics of public perceptions of COVID-
19 vaccinations and informing future research and public
health efforts in this critical area.

5. CONCLUSION
In conclusion, this study provides valuable insights into

the public sentiment surrounding COVID-19 vaccinations in
the UAE through comprehensive analysis of Twitter data.
By employing sentiment analysis and clustering techniques,
we identified prevailing attitudes towards different vaccines
and evaluated their impact on public perception. Our find-
ings underscore the importance of targeted communication
strategies and interventions to address vaccine hesitancy and
promote confidence in vaccination efforts. Moving forward,
future research could explore additional data sources and
employ more sophisticated sentiment analysis techniques
to further refine our understanding of public sentiment.
Additionally, longitudinal studies could track changes in
public perception over time, providing insights into the
evolving dynamics of vaccine acceptance. Such efforts
are essential for informing evidence-based interventions
and promoting widespread vaccine uptake to combat the
COVID-19 pandemic effectively.

References
[1] A. A. Reshi, F. Rustam, W. Aljedaani, S. Shafi, A. Alhossan,

Z. Alrabiah, A. Ahmad, H. Alsuwailem, T. A. Almangour, M. A.
Alshammari et al., “Covid-19 vaccination-related sentiments analy-
sis: A case study using worldwide twitter dataset,” in Healthcare,
vol. 10, no. 3. MDPI, 2022, p. 411.

[2] R. El-Deeb, F. E.-Z. El-Gamal, N. Sakr, S. Elhishi, and S. El-
Metwally, “Unlocking the public perception of covid-19 vaccination
process on social media,” in 2021 Tenth International Conference
on Intelligent Computing and Information Systems (ICICIS). IEEE,
2021, pp. 327–334.

[3] W. Aljedaani, E. Saad, F. Rustam, I. de la Torre Dı́ez, and I. Ashraf,
“Role of artificial intelligence for analysis of covid-19 vaccination-
related tweets: Opportunities, challenges, and future trends,” Math-
ematics, vol. 10, no. 17, p. 3199, 2022.

[4] S. Alowa, L. Alzahrani, N. Alhakbani, and H. Alrasheed, “Sentiment
analysis of covid-19 vaccination in saudi arabia,” International

https:// journal.uob.edu.bh

https://journal.uob.edu.bh


Int. J. Com. Dig. Sys. 16, No. 1 , 1191-1199 (Sep-24) 1199

journal of computer science and network security: IJCSNS, vol. 23,
no. 2, pp. 13–30, 2023.

[5] M. T. J. Ansari and N. A. Khan, “Worldwide covid-19 vaccines
sentiment analysis through twitter content.” Electronic Journal of
General Medicine, vol. 18, no. 6, 2021.

[6] A. Mourad and S. Elbassuoni, “A large-scale analysis of covid-19
tweets in the arab region,” Social Network Analysis and Mining,
vol. 12, no. 1, p. 71, 2022.

[7] C. Roe, M. Lowe, B. Williams, and C. Miller, “Public perception
of sars-cov-2 vaccinations on social media: Questionnaire and sen-
timent analysis,” International Journal of Environmental Research
and Public Health, vol. 18, no. 24, p. 13028, 2021.

[8] N. Alanazi, “Opinion mining challenges and case study: Using
twitter for sentiment analysis towards pfizer/biontech, moderna, as-
trazeneca/oxford, and sputnik covid-19 vaccines,” Ph.D. dissertation,
Lamar University-Beaumont, 2021.

[9] S. Alhumoud, A. Al Wazrah, L. Alhussain, L. Alrushud, A. Al-
dosari, R. N. Altammami, N. Almukirsh, H. Alharbi, and W. Al-
shahrani, “Asavact: Arabic sentiment analysis for vaccine-related
covid-19 tweets using deep learning,” PeerJ Computer Science,
vol. 9, p. e1507, 2023.

[10] H. Badi, I. Badi, K. El Moutaouakil, A. Khamjane, and A. Bahri,
“Sentiment analysis and prediction of polarity vaccines based on
twitter data using deep nlp techniques,” Radioelectronic and Com-
puter Systems, no. 4, pp. 19–29, 2022.

[11] S. Gulati, “Decoding the global trend of “vaccine tourism” through
public sentiments and emotions: does it get a nod on twitter?”
Global Knowledge, Memory and Communication, vol. 71, no. 8/9,
pp. 899–915, 2022.

[12] N. D. Chehab, “Did the emergence of the omicron variant impact
the covid-19 vaccine acceptance in the arab world? a twitter-based
sentiment analysis,” Wellcome Open Research, vol. 8, no. 423, p.
423, 2023.
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