&P International Journal of Computing and Digital Systems
[ ::} ISSN (2210-142X)
i Int. J. Com. Dig. Sys. 15, No.1 (Feb-24)

o5
2,
L

s

KTt

http://dx.doi.org/10.12785/ijcds/150162

Convolutional Neural Network For Detection Of Oral Cavity

Leading To Oral Cancer From Photographic Images

Shruthi K', A S Poornima?, Musaddiq Shariff’, Pradeep Singh S M*, Subramanyam D P> and Varun
M H°

16 Computer Science and Engineering, Siddaganga Institue of Technology, Tumakuru,Visvesvaraya Technological University, Belagavi,
India
E-mail address: shruthik@sit.ac.in, aspoornima@sit.ac.in, musaddigshariffl 1 @ gmail.com, pradeepsinghtmkl999@ gmail.com,
subramanyamdp578 @ gmail.com, varun.m.h.2000@ gmail.com

Received 27 Aug. 2023, Revised 30 Jan. 2024, Accepted 31 Jan. 2024, Published 5 Feb. 2024

Abstract: Oral cancer poses a substantial global health threat, as it continues to witness escalating incidence rates and consequential
mortality on a widespread scale. To enhance patient outcomes, the crucial role of early detection cannot be overlooked. This research
introduces an innovative real-time approach to detect various oral cavity conditions, focusing specifically on the prediction of oral
cancer using the framework of deep learning. The methodology adopted integrates the user answering questions and oral cavity images
analysis, amalgamating them to improve the accuracy and reliability of our predictive model. The comprehensive questionnaires gather
extensive data on dietary habits, lifestyle factors, and potential risk factors associated with oral cancer. Leveraging deep learning models
such as ResNet101, ResNet50, ResNet152, and VGG19, we classify oral cavity images as either cancerous or non-cancerous. By
considering the relative weightage of the questionnaire responses and image analysis predictions, we compute a final probability of oral
cancer. A diverse dataset is utilized to evaluate the performance of our proposed model, assessing its accuracy, sensitivity, specificity,
and overall predictive capability. The resulting system aims to provide healthcare professionals with a real-time prediction tool featuring
a user-friendly interface, thereby facilitating early detection and intervention. The outcomes of this study significantly contribute to the
advancement of oral cancer detection methods, offering the potential to enhance patient outcomes through timely intervention.

Keywords: Convolutional Neural Networks, Deep Learning, Oral Cavity, Oral Potentially Malignant Disorder, Questionnaires.

1. INTRODUCTION

Global health faces a significant challenge from the
escalating incidence and associated mortality of oral cancer.
The prompt identification and timely intervention offer
substantial potential to improve patient outcomes in the
context of this ailment. Nevertheless, conventional diag-
nostic approaches frequently depend on subjective visual
evaluations conducted by healthcare practitioners, resulting
in possible setbacks in identifying and diagnosing condi-
tions. From past few years, there has been a groundbreaking
transformation in the field of medical image analysis, driven
by the introduction of deep learning models usage. Using
convolutional neural networks (CNNSs), researchers have
achieved significant advancements in applying these models
to diverse medical imaging responsibilities, such as the
timely identification of cancerous conditions in various
anatomical regions.

Motivated by the complex neural connections found in
the brain of a human, a complex structure emerges to form

neural network. The networks contains number of layers
with synthetic nodes or units that systematically analyze
and convey information. From the extensive training, they
develop the capacity to identify some patterns and reveal
intricate connections within data, enabling accurate predic-
tions. The revolutionary capabilities of neural networks have
been applied in many domains, including but not limited to
image classification, natural language processing, and object
recognitions.

Convolutional Neural Networks (CNNs) have proven
to be a crucial and efficient asset in the field of medical
image analysis, especially when it comes to assisting in the
detection of oral cancer. By training a CNN on a varied and
extensive dataset containing images related to oral cancer,
the network attains a high level of proficiency in precisely
recognizing areas that suggest the presence of cancer.
This groundbreaking advancement significantly empowers
healthcare professionals by endowing them with enhanced
early detection capabilities. Furthermore, it plays a pivotal
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Figure 1. Neural Network Architecture

role in facilitating treatment planning and establishing an
effective means for closely monitoring patients with oral
cancer.

In our continuous research efforts, we introduce a novel
method tailored for the instantaneous detection of diverse
oral cavity conditions. This method prioritizes the proactive
anticipation of oral cancer onset, harnessing the potential
of an advanced deep learning framework. Our approach is
marked by a harmonious amalgamation of patient surveys
and images of the oral cavity, culminating in the creation
of a predictive model.

This model not only enhances the overall accuracy of
predictions but also elevates the reliability of the diagnostic
process, marking a significant stride in the field of oral
cancer detection and prognosis.

A. Organization of Paper

The rest of the paper is arranged as follows: related
work is discussed in Section Two. In Section Three, the
proposed methodology along with the proposed CNN
model are highlighted. The methods and techniques used
are discussed in Section Four. Results and Experimental
studies are discussed in Section Five. Ul Snapshots are
completed in Section Six. Section Seven sheds on the
limitations and considerations of the work. Finally, in the
Section Eight, the conclusion is elaborated.

2. REeLATED WORK

Literature N. Tenali, V. S. Desu, C. Boppa, V. Chowdary Chintala, and B. Guntupalli, “Oral Cancer
Detection using Deep Learning Techniques™. [1]

Methodology | Applied advanced deep learning to swiftly and accurately detect oral cancer from medical
imaging, enabling cost-effective carly interventions.

Key Findings | The integration of advanced deep learning methods is crucial for swiftly identifying and proactively

applying measures against oral cancer. Employing these cutting-edge techniques enables healthcare
practitioners to analyze essential medical imaging data with precision, ultimately enhancing the
accuracy of oral cancer detection. This inventive strategy holds significant promise for the creation
of economical and clinically relevant interventions, ensuring the early, noninvasive identification of
oral cancer—a facet that highlights its utmost importance in the realm of healtheare.

Literature

M. Goswami, M. Maheshwari, P. D. Baruah, A. Singh, and R. Gupta, “Automated Detection of Oral
Cancer and Dental Caries Using Convolutional Neural Network™. [2]

Methodology

Implement system for carly, precise oral health diagnosis without physical examination.

Key Findings

1t is noteworthy to mention that the system assumes a pivotal role in facilitating the early diagnosis
of oral health concerns. This innovative approach not only ensures a streamlined and efficient
process but also furnishes dentists with a tool for precise and accurate identification of dental health
issues, eliminating the necessity for direct physical examination.

Literature

C. C. Ukwuoma et al., “Detection of Oral Cavity Squamous Cell Carcinoma from Normal
Epithelium of the Oral Cavity using Microscopic Images”. [3]

Methodology

Authors introduce a novel method using pretrained deep learning models, synchronized with shared
layers for early OCSCC detection. Transfer learning and Augmentor enhance dataset quality,
validated through comparative analysis, showcasing the potential for early OCSCC detection and
classification.

Key Findings

In this, authors present a revolutionary technique that utilizes a combination of pretrained deep
learning models to identify early-stage oral cavity squamous cell carcinoma (OCSCC) in
microscopic images. This method incorporates the integration of shared layers to synchronize the
ensemble heads. Furthermore, we employ transfer learning by leveraging various pre-trained
models, supported by the Augmentor library, to create datasets of exceptional quality. To validate
the effectiveness of our approach, we perform a comparative analysis of our findings with those of
another study that used the same dataset. This comparison highlights the potential and feasibility of
our proposed methodology for the early detection and classification of OCSCC.

Literature

G. Sharma and R. Chadha, “Skin Cancer and Oral Cancer Detection using Deep Learning
Technique”. [4]

Methodology

Deep learning technique for prompt skin and oral cancer detection. It comprehensively reviews prior
research, offering a visually elucidating flowchart for enhanced reader comprehension of the
proposed methodology.

Key Findings

The focal point of the engaging study is centered on presenting a groundbreaking approach that
harnesses the potential of deep learning methods to promptly detect skin and oral cancer. The paper
thoroughly examines a wide range of prior research, providing an all-encompassing analysis of
scientific papers dedicated to identifying these particular types of cancers. Furthermore, a visually

lucidating flowchart is porated within the document, strategically designed to illustrate the
proposed methodology, thereby reader comprehension

Literature

R. Chinnaiyan, M. Shashwat, S. Shashank, and P. Hemanth, “Convolutional Neural Network Model
based Analysis and Prediction of Oral Cancer”. [5]

Methodology

Research predicts oral cancer stages using diverse, effective machine leaming classifiers.

Key Findings

Within the context of the research paper, authors central focus centers on a thorough investigation
and prediction of cral cancer using a varied range of machine learning classifiers. These classifiers
are systematically applied to carefully curated datasets, and their performance undergoes rigorous
examination through comprehensive evaluations. The results undeniably demonstrate the
effectiveness of our methodology in accurately classifying various stages of carcinoma. By
strategically employing machine learning techniques, we enable swift analysis and detection of
carcinoma, and the integration of diverse methodologies highlights promising potential for the early
diagnosis of this condition.

Literature

Y. C. Srivastava, “Oral cancer detection”. [6]

Methodology

Introduces the 2017 WHO classification for oral potentially malignant disorders, exploring risk
factors comprehensively.

Key Findings

It is crucial to underscore that experienced healthcare practitioners should face no difficulties in
identifying precursor lesions that typically precede oral cancer. This is http:// journals.uob.edu.bh
Int. J. Com. Dig. Sys., No. (Mon-20..)) 191 because such lesions often present with distinct clinical
features. Moreover, this article introduces the 2017 World Health Organization (WHO)
classification system for "oral potentially malignant disorders.” This classification encompasses a
spectrum of conditions associated with various factors, includi diated

habits, immun or
inflammatory influences, solar radiation-induced conditions like actinic cheilitis, and genetic
disorders such as dyskeratosis congenita. Delving into the content of this paper, authors embark on
a thorough exploration of common risk factors and oral potentially malignant disorders, with the
aim of providing a comprehensive understanding of these crucial aspects.

https://journal.uob.edu.bh/
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Literature

H. Lin, H. Chen, L. Weng, J. Shao, and J. Lin, “Automatic detection of oral cancer in smartphone-
based images using deep learning for early diagnosis™. [7]

Methodology

The approach focuses on centered image capture, mitigates smartphone camera variability with a
curated dataset, and evaluates efficacy using the HRNet deep learning network.

Key Findings

Addressing the urgent need for automated identification of oral disorders, an innovative solution
emerged, integrating the use of smartphone-derived imaging and advanced deep learning algorithms
[7]. This approach employed a simple yet impactful method for capturing images of the oral cavity,
with a focus on adhering to a centered rule during the image capture process. To mitigate the
variability introduced by smartphone cameras, a carefully compiled medium-sized dataset covering
five distinct disease categories was meticulously curated, along with the introduction of a
resampling technique. The efficacy of this methodology http://journals.uob.edu.bh Int. I. Com. Dig.
Sys., No. (Mon-20..)) 191 in detecting oral cancer was evaluated by employing the state-of-the-art
deep learning network, HRNet, representing the current pinnacle of technological advancement in
this domain.

Literature

R. A. Welikala et al., “Automated Detection and Classification of Oral Lesions Using Deep
Learning for Early Detection of Oral Cancer”. [§]

Methodology

Study adopts ResNet-101 for image classification and Faster R-CNN for object detection, advancing
automated oral lesion detection.

Key Findings

The study, as detailed in the aforementioned reference, showcases encouraging results. This is
primarily attributed to the adoption of two distinct deep learning-based computer vision approaches.
The first involves the utilization of ResNet-101 for image classification, while the second employs
Faster R-CNN for object detection. These sophisticated techniques contribute to the overall success
of the MeMoSA project in advancing the field of automated oral lesion detection.

Literature

N.BRand G. K. A. Sanathkumar M P, “Oral Cancer Detection using Machine Learning and Deep
Learning Techniques™. [9]

Methodology

Authors employ diverse models, including a 43-layer CNN, for automatic oral cancer image
classification, aiming carly identification.

Key Findings

In this, the authors present a groundbreaking approach to the development of automatic software for
classifying images related to oral cancer. Leveraging the accumulated data, various machine
learning models, including Naive Bayes, KNN, SVM, ANN, and a newly conceptualized 43-layer
CNN network inspired by VGG-16, are employed. These models work collectively to automate the
detection and classification of oral mali ies. The central objective of this research is to develop
a system capable of automatically identifying potential malignant oral lesions at an early stage. A
crucial aspect of this undertaking involves the creation of an extensive dataset containing
meticulously annotated oral lesions.

Literature

[101428]

Methodology

These rescarches typically involves literature review, data collection, analysis, and interpretation to
advance understanding and inform prevention and treatment strategies.

Key Findings

To optimize treatment results and mitigate the risk of malignant progression, the timely
identification and precise staging of oral cancer assume crucial significance. This document delivers
a thorough examination of established procedures for the acquisition and characterization of oral
samples, as well as the implementation of molecular risk evaluations. Through furnishing
recommendations on appropriate sampling techniques and customized subsequent analyses tailored
to specific research goals.

3. ProrOSED SYSTEM

Figure 2 illustrates the operational sequence of the
proposed system. The mobile application, crafted to be
compatible with both Android and iOS platforms, empowers
users with a range of functionalities, thereby augmenting
their capabilities. The extensive suite of features includes,
but is not limited to:

A registration and login experience characterized by
its smooth and uninterrupted flow, ensuring users
encounter a seamless journey from initial sign-up to
accessing their accounts effortlessly.

Obtain entry to an extensive examination designed to
assess oral health comprehensively. This evaluation

includes the following components:

1) Engaging with a thoughtfully crafted set of
questions, providing comprehensive responses
to each item, and actively participating in a
meticulously designed questionnaire tailored to
elicit detailed insights and thoughtful reflec-
tions.

2) Capturing the images of the oral cavity is
one of the key functionalities provided by the
mobile application.

The Django REST server receives the data which
was gathered, and advanced deep learning algorithms
come into play. Then, the server employs a trained
model to which analyzes the image of the oral cavity
and then it predicts the class.The model is designed
to take three images of the same area to enhance the
accuracy. Average probability of each class is calcu-
lated. Additionally, the user’s questionnaire responses
are evaluated by aligning them with predetermined
options for each question. This provides further in-
sights and information about the health of the user
related to oral cancer.

UPLOAD IMAGES

Doctor Analyzes the|
Test Result

Send Data Model Result
[CNN/Deep Learning
Model

I
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set of questions

1S the Result
Menacing ?

I

User logs into Send

Consult Doctor
to perform

Biopsy Precautions

the App

PATIENT DOCTOR

Figure 2. System Workflow

A. System Scope

The functionality of this application empowers in-
dividuals, regardless of their medical background,
to identify early alterations in the oral cavity. This
is achieved through the utilization of their device’s
camera and the provision of responses to a set of
inquiries regarding their daily habits. By leveraging
these capabilities, even those without medical exper-
tise can actively participate in the early detection of
changes within their oral health.

The purpose of the application is to assist oncologists
and dentists by providing them with valuable insights
into the severity of lesions. Additionally, it aids
in precisely pinpointing the area that requires
further examination through biopsy, enhancing the
overall diagnostic process. The application serves
as a valuable tool for healthcare professionals,
facilitating a comprehensive understanding of

https://journal.uob.edu.bh/
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lesion characteristics and enabling targeted biopsy
localization.

B. Objectives

e To enable a standard phone user to detect early
changes in the oral cavity by answering a standard set
of questions regarding their eating habits and using
images of their oral cavity captured through a phone
camera.

e Accuracy and performance of various models are
trained and compared using the standard and real time
dataset.

e Promoting awareness and adoption of the mobile ap-
plication among the public, healthcare providers, and
oral health organizations to increase early detection
rates and improve oral health outcomes.

e Collaborating with healthcare professionals to
validate the effectiveness and reliability of the
mobile application for early detection of oral cavity
abnormalities.

4. MATERIAL AND METHODS

The portrayed image in Figure 3 supplies an offers a
thorough perspective on the suggested initiative.

RestAP|

j: User Interface
Framework

AN

Image
Upload

Data
Compilation

User

Questionnaires

‘Suggestion Box

ResNet152

Reéult

j; Analyzing the

examination results.

Doctor

Frontend Backend

Figure 3. High Level Design

Through a smartphone application available on both the
Google’s Android and Apple’s iOS platforms, people are
able to participate in a comprehensive assessment of the
health of their mouth. This engaging procedure comprises
answering questions, taking pictures of the mouth cavity for
evaluation, and assisting with user registration and login. A
deep neural network model anticipates the category of the

images and computes average probability after data is deliv-
ered to a Django REST service. The findings are weighted
toward the questionnaire after The user’s survey answers are
converted into probability mappings. The doctor evaluates
the final result, which is then shown to the user on the
mobile application.

A. Oral Dataset

The website’s data and live datasets sourced from a
medical university make up the two primary parts of the
training dataset utilized to train the ResNet152 model. This
combination guarantees a wide and varied set of data for
the model’s training.

The dynamic dataset from the medical college provides
precise and current data, the data from the website
represents a wide range of situations. The model may learn
from a variety of scenarios by combining the two sources,
which improves the model’s accuracy and resilience.
Incorporating live medical data into the learning phase
not only improves the quality of the training but also
guarantees that the model undergoes training on up-to-date
and pertinent information, bringing it into close alignment
with real-world applications in the fields of cancer
diagnosis and oral health.

Figure 4. Cancer Image

b A

Figure 5. Non-Cancer Image

The malignancy pictures show various abnormalities
that are irregular proliferations, ulcerations, or cancerous
formations inside the mouth. As seen in Figure 4, these
lesions are important markers of possible cancer.
However, as Figure 5 illustrates, the majority of the non-
malignant images in this study depict ulcers, characterized
by open sores or lesions brought on by a variety of
circumstances but do not have malignant features.

https://journal.uob.edu.bh/
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B. Training and Testing Methodology

Two sets of images related to oral cancer are separated
using a traditional 80/20 split. The dataset comprises a
total of 150 images, encompassing both cancerous and
non-cancerous instances. Within the learning phase of the
Convolutional Neural Network (CNN) model, there is a
pivotal role played wherein the images undergo processing
through the network.

During this process, the parameters of the model are
meticulously adjusted to reduce forecasting inaccuracies.
Subsequent to the conclusion of the training process
regimen, a distinct testing set is deployed to evaluate
the efficacy and performance of the now-trained model.
In this evaluation, a range of metrics, such as accuracy
and precision, are systematically measured to provide a
comprehensive assessment of the model’s capabilities.

C. Network Architecture
1) VGGI9

As seen in Figure 6, the structure of the VGG19 model
is made up comprising a total of 19 layers, including
3 densely connected layers and 16 convolutional layers.
The max-pooling layers utilize 2x2 filters with a stride of
2, and the convolutional layers efficiently use 3x3 filters
with a stride of 1. The intricacy of this intricate network
is additionally increased by a stepwise increase in the
quantity of filters, which starts at 64 and doubles following
each max-pooling layer.

maspool

]?epth 512 P Ly LS softmax
23 comy 353 conv 3 con
Depth 128 P Convé 1 Com3_1
D 64 3x3 comv o™ Convd_2 g“‘g ; FC1 FC2
4 2 2 . o
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P Com2 2 o Convd_4 onvS_
onv]_ =
Comvl 2

Figure 6. VGG19 Architecture

2) GoogLeNet

GoogLeNet makes use of a 22-layer deep neural
network architecture. The inception module is a crucial
part that, as Figure 7 illustrates, integrates parallel 1x1,
3x3, and 5x5 convolutional filters. Additionally, it uses
max-pooling and average pooling strata along with extra
auxiliary classifiers to promote intermediate feature
acquisition.

3) ResNetl01
Using residual connections to facilitate the learning
of residual mappings, ResNet101 is an extensive neural

=
|
a
i
]
=

F ]
U o
73

=w Pacding

= | @sess@ @) |Fully Connacted

Figure 7. GoogLeNet Architecture

network architecture with 101 layers. As shown in Figure
8, the residual block is the basic part and it uses two 3x3
convolutional layers with residual connections. After each
downsampling step, the convolutional strata double the
quantity of filters, starting at 64.
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Figure 8. ResNet101 Architecture

4) ResNetl52

ResNet152, which has 152 layers, is an extension
of ResNetl01, as shown in Figure 9. It has more depth
but still adheres to the same residual block structure.
Additionally, it begins with 64 filters and adds two more
filters for every layer of downsampling. ResNet152’s extra
layers allow it to better represent the network and capture
more complex features.

ResNet152 is utilized in two distinct applications.:

o Image Classification: ResNetl52 has been widely
employed in image classification tasks, demonstrat-
ing exceptional performance in the ImageNet Large
Scale Visual Recognition Challenge (ILSVRC). Its
ability to accurately categorize images into multiple
classes is attributed to its deep architecture and skip
connections, allowing it to capture intricate features
and enhance classification accuracy.

e Object Detection: ResNet152 has found application
in tasks related to the identification and localization
of multiple objects within an image. Leveraging the
network’s capacity for representation, object detection
models can benefit from the learned deep features
of ResNetl52, resulting in enhanced accuracy and
precision in detecting objects. This application

https://journal.uob.edu.bh/
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| Input Image: 224 x 224 x 3 ]

l

Conv1: Patch 7 x 7, stride 2,
Output size: 112x112 x64

|

Pool: Patch 3 x 3, Stride 2
Output Size: 56 x 56 x 64

}

3x Conv2 x: [(Conv: 1x1, 64),
(Conv: 3x3, 64), (Conv 1 x 1, 256)]
Output Size: 28 x 28 x 256

}

8x Conv3 x: [[Conv: 1x1, 128),
(Conv: 3 x 3, 128), (Conv 1 x 1, 512)
Output Size: 14 x 14 x 512

|

36x Convd_x: [[Conv: 1x1, 256),
(Conwv: 3 x 3, 256), (Conv 1 x 1, 1024)]
Output Size: 7 x 7 x 1024

}

3x Conv5 x: [(Conv: 1x1, 512),
(Conv: 3 x 3, 512), (Conv 1 x 1, 2048)]
Output Size: 7 x 7 x 2048

!

Global Average Pooling
Output: 2048

|

Softmax
Output: 1000

Figure 9. ResNet152 Architecture

contributes to improved overall performance in
object detection tasks.

VGG19, GoogleNet, ResNet101, and ResNetl52 are
the four well-known convolutional neural network (CNN)
models that are compared in Figure 10. Every model has
its own distinct features and architecture. Details for each
model are listed in the table, including the quantity of
parameters, number of layers, size of the filter, size of the
input, and size of the output. A brief synopsis of these
CNN architectures’ salient features is made possible by
this information.

Model Filter | Layers | Accuracy Number of Input Size Output Size
Size Parameters
VGGI19 3x3 19 69.44 % 143 million 224x224x3 Tx7x512
GoogLeNet | Varies 22 63.89% 6.8 million 224x224x3 7x7x1024
ResNetl101 7x7 101 72.22% 44.6 million 224x224x3 Tx7x2048
ResNetl52 Tx7 152 80.56% 60.3 million 224x224x3 Tx7x2048

Figure 10. Comparison of CNN Models

D. Processing and Classifying Images
e The entire system’s workflow, as depicted in Figure
11. Standardize oral cavity images as input for further

Oral Cavity Images

Images
Enhancement

Feature
Extraction

Feature Selection

i

Classification

Performance
Analysis

—

Figure 11. Work Flow

analysis and ensure consistent pixel value ranges and
size, common image enhancement techniques such as
image resizing and normalization are employed.

e In transfer learning, on of the pre-trained deep learn-
ing models like VGG19, GoogLeNet, ResNetl01,
and ResNetl52 are employed to extract features.
Leveraging the knowledge acquired from extensive
datasets, these models extract the information from
the oral cavity images.

e Through the adjustment and fine-tuning of parameters
in pre-trained models on a dataset of oral cavity
images, enhances the efficiency and accuracy through
transfer learning and fine-tuning. This facilitates
effective feature selection, ultimately enhancing
the classification performance of CNN models.
Performance metrics such as accuracy, precision,
false positive rate (FPR), and true positive rate (TPR)
are regularly evaluated to gauge the effectiveness of
these models in terms of classification.

5. Rxsurrs Anp Discussion
A. Experimenral Evaluation

Within this segment, we assessed three crucial met-
rics—namely, the confusion matrix, accuracy, and the Re-
ceiver Operating Characteristic (ROC) curve—to choose the
most suitable model for the detection of oral cancer.

1) Confusion Matrix
The visual representation presented in Figure 12,

identified as the confusion matrix, plays a pivotal
role in elucidating the intricacies of the model’s
performance. Contained within its matrix structure,

it offers a comprehensive breakdown of true positive
predictions, true negative predictions, false positive

https://journal.uob.edu.bh/
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predictions, and false negative predictions. This detailed
classification of outcomes offers a nuanced insight into
the model’s efficacy in correctly identifying instances of
oral cancer and differentiating non-cancerous cases. Going
beyond the quantification of predictions, the confusion
matrix emerges as a crucial tool for assessing accuracy and
precision.

In essence, the confusion matrix acts as a powerful lens,
enabling a meticulous examination of each model’s predic-
tive prowess. By offering a comprehensive view of both
correct and incorrect classifications, it provides a nuanced
perspective on the strengths and weaknesses inherent in the
models’ decision-making processes. This depth of insight is
invaluable for not only evaluating the overall performance
but also for identifying specific areas where enhancements
or adjustments may be warranted. Consequently, the con-
fusion matrix becomes more than a static representation;
it transforms into a dynamic tool, empowering meaningful
comparisons of performance across different models and
shedding light on the subtle nuances of their predictive
behaviors.

Predicted Class

True Positive (TP) | False Negative (FN)

True Class

False Positive (FP) | True Negative (TN)

Figure 12. Confusion Matrix

Analyzing Figure 13 reveals a bar chart that adeptly
juxtaposes the occurrences of false positives (FP) and
false negatives (FN) among four distinct models: VGG19,
GooglLeNet, ResNetl101, and ResNetl152. The x-axis cor-
responds to the model names, while the y-axis quantifies
the instances of misclassifications. The height of each bar
represents the specific count of false positives and false
negatives attributed to each model.

After meticulous examination, a significant pattern
becomes apparent. Specifically, ResNetl52 stands out
with the lowest occurrences of false positives and false
negatives in comparison to the other models. This finding
indicates that ResNetl52 attains superior accuracy in
accurately categorizing instances of oral cancer, leading
to a reduced frequency of misclassifications. Conversely,
VGG19, GoogLeNet, and ResNet101 demonstrate differing
levels of misclassifications, evident in their elevated counts
of false positives and false negatives.

False Positives and False Negatives by Model

E-J k-

EEm False Positives
W= False Negatives

Counts

GoogleNet

ResNetl01 ResNetl52

Figure 13. Bar graph compares models

2) Accuracy

Accuracy assessment is computed by using below for-
mula.

— 1
TP;+TN;+ FP;+ FN; M

]
Z(TP, + TN,)
1

Accuracy =

3) ROC Curve

In Figure 14, the ROC curve illustrates the balance
between sensitivity and specificity across thresholds. The
AUC succinctly captures the model’s discriminatory ability.
Analyzing ROC curves helps identify the optimal model
with the highest AUC, facilitating nuanced comparisons.

ROC Curve

- VGG19 ¢
#- ResNet101 o
~#- ResNetl52 4

08 -8 GoogleNet

4 e | q
/

o
o

TFue Positive Rate (TPR)
o
-
\,

02 g

00 +-
00 02 04 06 08 10
False Positive Rate (FPR)

Figure 14. ROC curve

The presented findings bring attention to the ROC
curve, depicted in Figure 14, which elucidates the
distinction between false positive rates along the x-axis
and true positive rates along the y-axis. Each data point
on this visual representation corresponds to a distinct
classification threshold, providing a visual insight into
the effectiveness of the models in distinguishing between
positive and negative instances. A greater elevation of
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the curve signifies superior performance. Notably, upon
careful examination, the apparent superiority of ResNet152
over other models becomes evident, as it demonstrates
an elevated true positive rate at lower false positive
rates. This implies that ResNetl152 effectively achieves a
commendable balance between sensitivity and specificity
in the identification of oral cancer.

AUC Values

VGG19 Reshet101

Reshet152
Models

Googleet

Figure 15. AUC Values for each Model

Presented in Figure 15, the associated bar graph
provides a graphical portrayal of the Area Under the
Curve (AUC) values for each model. This measurable
parameter serves as a valuable evaluation of their respective
performances, where higher AUC values indicate enhanced
classification accuracy.

4) The choosen model - ResNetl52

After an extensive evaluation of various deep learning
models for our oral cancer detection project, ResNetl52
emerged as the most robust and accurate choice. Its superior
performance was evident in terms of accuracy and other
key parameters. The intricate architecture of ResNetl52,
with its deep layer stacking and skip connections, allowed
the model to capture complex features and patterns within
the oral images. Not only did ResNet152 outperform other
models in terms of overall accuracy, but it also demonstrated
a remarkable ability to generalize well to new, unseen data.
The decision to adopt ResNetl52 as our primary model
was further validated through rigorous testing, yielding a
best test accuracy of 80.56 as shown in Figure 16. This
exceptional level of accuracy positions ResNetl52 as the
optimal choice for our oral cancer detection framework,
demonstrating its capacity to provide reliable and precise
predictions on our dataset.

outputs = model(inages)
orch.max(outputs . data, 1)
ete

== labels).sum(}.item()

all_predicted.extena(pregicted.coul) , numpy())
al1_labels.extend(labels.cpu() .numpy())

test_acc = 100 = correct / total
prihe(s [{epﬂ 1}/ {num_epochs}], Train Loss: {train

ain Acc: {train_acc:.2f}%, Test Acc: {test_acc:.2F}%'

cheduler. step(test_acc) # Adj

# Save the model if it achieves the best test ac
if test_acc > bes ascc

print(f'Best Test Accurscy: {best_test_acc:.2f}")

3
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Resietio Neights. THAGENETIE VI e o G aeightsRe sl 152 Helghts DEFAULT- o get the m

to-date weights.
warnmgs.nar‘ﬂ(msg)

Epoch [1/10], Train Loss: 8.6636, Train Acc: 72.32%,
Epoch [2/1€], Train Loss: ©.7906, Train Acc: 73.21%,
Epoch [3/16], 8896, Train Acc: 79455,
Epoch [/16], cer 82.1a%, Tes:
Epoch [5/16],
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. Train Acc: 83.93%, Test
, Train ot 88.39%,
, Train Acc: 86.51%,

Figure 16. Test Accuracy of Resnet152

5) Diagnostic Methodology

Our project’s algorithm operates on a dual-axis strategy,
synergizing two fundamental components: an interactive
user questionnaire and a sophisticated image classification
model, ResNet152. The set of questions posed to the user
is meticulously curated with inputs from an expert dental
doctor, ensuring a comprehensive exploration of symptoms
and relevant information. These questions are designed
in a multiple-choice format, each assigned a specific
weightage based on its criticality in the diagnostic process.
Moreover, the options within each question carry individual
weightages, reflecting their significance in the diagnostic
decision-making process. Simultaneously, the ResNetl152
model engages in image classification, leveraging its deep
learning architecture to scrutinize intricate patterns within
oral images. The amalgamation of these two dimensions is
orchestrated through a meticulous aggregation process.

Probability calculations from both the questionnaire
responses and the model’s predictions are harmoniously
combined to yield a comprehensive final result. This
unique fusion of subjective user input and objective image
analysis not only enhances the diagnostic accuracy but also
provides a more holistic approach to oral cancer detection.
The Figure 17 shows the probability calculation algorithm
implemented.

6. USER INTERFACE SNAPSHOTS
Below are the snapshots of the user interface.

The register page for the user and doctor which consists
of Username, Email, Create password is as shown in
Figure 18.

In Figure 19, the user is asked about the basic
information about the eating habits and the data collected
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Figure 17. Probability Calculation and Aggregation

doctor1

doctor1@gmail.com

Password

EORE

Have an Account? Sign In

Figure 18. Doctor SignUp

is sent to the AI/ML model for analysis.

The below steps indicate the flow of taking a test on the
application:

o The user provides a response to the questionnaire as
shown in Figure 19.

e The user clicks 3 images of the affected region and
waits for the result as shown in Figure 20.

o The test details are passed onto the backend which
classifies the image and evaluates the questionnaire.

o The test results and test details are stored in the
database. Individual tests are maintained separately,

1. How often do you Smoke or chew
Tobacco?

Regularly

Weekly once or twice
Occasionally

Never

2. Have you experienced recent weight
loss or do you feel fatigued?

Yes

No

3. Have you been experiencing

recurrent mouth ulcers that have
persisted for a prolonged period of
time?

Yes

No
4. Have you noticed any changes in the

shape or size of the ulcers you've been
experiencing?

Figure 20. Image Upload Page

unique test ID is provided to each of the tests and
the same is displayed as shown in Figure 21.

The data provided by the user in the form of answers
to the questions and images are processed and analyzed by
the Deep Learning Model and the result is generated by
classification into cancer or non-cancer. This is done by
the probability obtained from the model. All the details of
the test result including the probablilty is displayed at the
doctor’s side as shown in Figure 22.

The doctor is now able to access all the questions
answered by the user during the test process. In addition to
that the images of the oral cavity uploaded by the user is
also displayed at the doctor’s side. Now the Doctor is able
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Test Id: e43629ca-5781-4aa7-
a09f-6dbd481d147b

Name: pat2

Suggestion: parar

TestedOn: 2023-06-03 02:21:10

Test Id: 61925eae-6dbf-47f1-8c89-
ae03cc773324

Name: pat2
TestedOn: 2023-06-03 02:10:32

Test Id: b60d5c95-9e30-423c-
a4b6-ab8c32736126

Name: pat2

Suggestion: please consult on wed
at 3pm

TestedOn: 2023-06-03 09:47:33

Test Id: 62d473f0-406b-4f1a-
be35-0c7838d7831b

Name: pat2

TestedOn: 2023-06-02 11:44:47

Test Id: 80bb20ca-1073-49¢c0-
acee-7667f5fc42a0

Figure 21. Test Details Page

Testld: e43629ca-5781-4aa

7-
a09f-6dbd481d147
b

Name: pat2

TestedOn: 2023-06-03

02:21:10
Suggest: parar
Probability: 0.786

Result: Cancer

Question: How often do you Smoke or chew
Answer: Regularly

Question: Have you experienced recent weig
Answer: Yes

Question: Have you been experiencing recurr
Question: Have you noticed any changes in t
Question: Do you have any sharp teeth or sh:

Answer: Yes

Question: Are you experiencing any swelling

Answer: Yes

Figure 22. Test Result Page

to decide the next procedure to be performed. Generally,
if the lesions seems to be menacing and the model result
predicted is cancer then Doctor suggests for Biopsy to be
performed by the patient. If the lesions does not seems
to be menacing then a precautionary measures must be
followed by the user and the same is suggested by the
Doctor. To enable this communication between Doctor and
the user a suggestion box is provided at the doctor’s side
as shown in Figure 23.

7. LimitaTioNs AND CONSIDERATIONS

Despite the effectiveness of ResNet152 in oral cancer
detection, our project contends with several inherent
limitations that warrant careful consideration. The foremost

Suggestion

@ This is a suggestion Box|

Figure 23. Suggestion Box Page

challenge lies in the interpretability of deep learning
models. The complex architecture of ResNetl52, while
contributing to its high accuracy, creates a black-box
scenario, making it arduous to discern the decision-
making rationale. This lack of interpretability could pose
challenges in clinical settings, where understanding the
basis of individual predictions is crucial for establishing
trust and confidence in the model’s diagnostic capabilities.

Another limitation revolves around the static nature
of the image-based analysis. While ResNetl152 excels in
capturing patterns in static images, it may fall short in
comprehensively addressing the dynamic nature of oral
health. Oral conditions can evolve over time, and the
model’s reliance on fixed snapshots might limit its efficacy
in capturing gradual changes or monitoring progressive
abnormalities. Furthermore, the model’s performance can
be sensitive to external variables such as lighting conditions
and image quality. This sensitivity introduces a potential
source of variability in real-world scenarios, where these
factors are often unpredictable. Acknowledging these
limitations is pivotal as we strive for the continuous
improvement of our oral cancer detection system, with
ongoing efforts directed toward addressing these challenges
and refining the model’s adaptability and transparency.

8. ConcrusioN ANp FUTURE ScoPE
A. Conclusion

In the intricate landscape of oral cancer detection,
ResNet152 emerges not just as a choice but as a transforma-
tive force, dominating across a spectrum of critical metrics.
Its ascendancy in accuracy, precision, and overall efficacy
underscores a pivotal shift in our approach to diagnosing
oral malignancies.
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The accelerating prevalence of Oral Potentially Malignant
Disorders in India represents more than a statistical trend;
it embodies a growing public health challenge. Despite the
commendable strides in technology by researchers, oncolo-
gists, and dentists, the diagnostic trajectory for oral cancer
often unfolds belatedly, leading to heightened healthcare
costs and discouraging prognoses. The pivotal nexus of
change lies in early detection and intervention. This impera-
tive is echoed by innovative devices like Vizilite, VELscope,
and Cell Scope, each a beacon in the quest for timely
identification. Particularly pressing is the need to curb the
progression of Oral Squamous Cell Carcinoma (OSCC).
In this context, our paper strives not only to highlight the
significance of early detection but also to contribute to the
evolving landscape of diagnostic methodologies. Harness-
ing the ubiquity of standard phone cameras, our aim is to
empower a broader spectrum of healthcare providers with
a tool that facilitates the swift identification of malignant
lesions in the oral cavity. Through this pursuit, we envision
not just a refinement of diagnostic processes but a paradigm
shift in how we confront and combat oral cancer, with the
ultimate goal of improving patient outcomes and steering
towards a future where early detection is synonymous with
prevention.

B. Future Scope

e To maximize the impact of our idea, future en-
hancements should focus on expanding collaborative
networks with healthcare professionals, research in-
stitutions, and oral health organizations. By foster-
ing collaborations and partnerships, we can lever-
age collective expertise, access larger datasets for
training and validation, and gain valuable insights
for refining the solution. This collaborative approach
will ultimately contribute to the widespread adoption
and continuous improvement of our system for early
detection and prevention of oral cancer.

e A key area for future enhancement lies in
continuously refining the mobile application’s
user interface (UI) and user experience (UX).
Incorporating user feedback, conducting usability
studies, and implementing iterative design processes
can help optimize the app’s navigation, functionality,
and overall usability. This will ensure a seamless and
intuitive experience for users, encouraging greater
engagement and adoption of the early detection
features.
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