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Abstract: Sign-language is a nonverbal language utilized by hearing loss and speech disorder people to interact and speak with
each other. Sometimes people call it a visual-language utilizing hand gestures and changes in hand shape to express intentions and
thoughts. In Indonesia, people use two sign language types commonly. They are Indonesian Signal System (ISS) and Indonesian
Sign Language (ISL). In this paper, we investigated research on the recognition of ISL alphabets by proposing an application using
the Artificial Neural Network algorithm with the principle of the Backpropagation method for dealing with this research. Firstly,
we performed preprocessing the image data sequentially by splitting the dataset, labeling the dataset based on the alphabet types,
scaling the images into a size of 150x150 pixels, and segmentizing the datasets to eliminate noise in the image to yield color,
grayscale, binary segmentations, and image edge detection. Later on, we split the dataset and distributed them into training and
testing sets with two different proportions, 70:30 and 80:20 percent. After applying the algorithm, we obtained the highest accuracy at
80:20 data proportions using an epoch of 700, a learning rate of 0.001, a batch size of 25, and some hidden nodes of 100 was 98.41 percent.

Keywords: Artificial Neural Network, Backpropagation, Indonesia Sign Language, Image Recognition

1. INTRODUCTION
According to data from the Management Information

System for Disabilities Persons (MISDP) from the Ministry
of Social Affairs on October 8, 2019, among people with
disabilities in Indonesia, as many as 7,03% of the Indone-
sian population are people with hearing disorder disabilities,
and 2,57% are people with speech disorder disabilities [1].
In their daily lives, they employ sign language to speak and
know each other. Instead of sound, the shape and motion of
the fingers and hands, lips, physique, and facial gestures are
all used in this non-verbal language to speak the speaker’s
intentions and thoughts.

In the world, Sign language has various types. Although
with the same written language, almost every country has
a different sign language type. On the contrary, a few in
every country have the same sign language, but the written
language is diverse. Indonesian Sign Language (ISL) is a
language promoted by the Indonesian Deaf Welfare Orga-
nization (IDWO) and developed by their deaf communities.
Therefore, the ISL has become a practical and effective
communication system for the people in Indonesia because
it was born by deaf people themselves.

The most pleasant and natural form of communication
for the disability and deaf-mute applied daily by people
with hearing and speech disorders is sign-language. It is
also a teaching and communication instrument in special
education classrooms. It is a natural language form that
decodes facial expressions, hand gestures, and shapes to
determine meanings. Likely other natural languages, this
language features a complete vocabulary system and regu-
lated grammar. Therefore, many people in different nations
are proficient in sign language and eager to extend the
language to be a common natural language. However, a
theoretical study of sign language translation remains in its
early stages [2].

One of the contributions that can overcome such con-
ditions is to develop a technology that can understand sign
language. In many computer vision applications, including
pattern classification or clustering techniques, computer
vision in biomedicine, and information extraction based on
learning processes, the Artificial Neural Network (ANN) is
the most often used image classification technique [3].

ANNs are parallel distributed engines with a built-in
propensity to store first-hand experience. In general, non-
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linear correlations, high noise levels, complex, imprecise,
error-prone sensor data, and the absence of explicitly stated
mathematical answers or procedures are challenges that
these techniques can effectively solve. An ANN’s core ben-
efit is the ability to construct a system model from the data
at hand. It utilizes the backpropagation technique to extract
texture characteristics in classifying images [4]. Meanwhile,
the backpropagation approach is one of the supervised ANN
methods examining the error for all neurons after processing
a dataset. It aims to change the weights by training the NN
efficiently and mapping an input correctly to an output [5].
To perform a sufficient experiment, in this study, we utilize
ANN with a multilayer network architecture to identify the
image dataset, and the output of this study is the result of
the accuracy of ISL image recognition.

The research gap of this study is whether the backprop-
agation ANN technique has the ability to accurately recog-
nize ISL alphabet images or not. While the contributions
of this study are to implement an ANN application system-
based backpropagation approach to interpret ISL alphabets
images into alphabet letters and analyze the accuracy of this
model in predicting those alphabets images.

The remaining paper neatly unfolds as the following.
Section 2 re-discusses some related literature utilized in this
research. Section 3 explains the study methodology. Sec-
tion 4 demonstrates the results to confirm the conformity of
the ANN based on backpropagation in recognizing alphabet
sign images. Finally, Section 5 lists brief conclusions and
suggests future potential works.

2. RELATED WORKS
Recently, the study of developing and applying ANN

algorithms has mainly emphasized prediction problems. For
instance, Zhang et al. [6] utilized ANN with a backprop-
agation approach to forecast the post-blast-re-entry time.
Zuraidah et al. [7] applied ANN to forecasting nonlinear
electrical loads for short-term at a city in Indonesia. Li
et al. [8] visualized a simulation of tidal flow systems
with synthetic wastewater using the ANN model to predict
nutrient removal in this system. Al-Bakri and Sazid [9]
applied ANN to predict blast events to obtain an optimized
blasting process. Maulana et al. [10] utilized ANN to predict
Kovats retention indices for some chemical compounds.
Idroes et al. [11] integrated ANN and genetic algorithms
to forecast Kovats retention indices.

In addition, the researchers of ANN have also devel-
oped studies related to recognizing objects using some ap-
proaches. For instance, Mas’ud et al. [12] investigated how
to implement an application for detecting partial discharge
patterns using ANN. Orazaev et al. [13] also demonstrated
how to recognize images affected by random-valued im-
pulse noise using ANN. Dieste-Velasco [14] developed an
application to detect analog electronic circuit faults using
the ANN model. Andrian et al. [15] attempted to investigate
the batik Lampung motive using ANN Backpropagation.
They compared the training and testing datasets contain-

ing 70:30 percent and 80:20 percent. The results showed
that ANN backpropagation distinguished batik motives be-
tween Lampung motives and from outside Lampung with
an accuracy rate of 92 percent and the error rate of 8
percent. Hossain et al. [16] utilized ANN and developed
an intelligent model-based backpropagation to recognize
predefined Latin characters subsequently. Bravo-López et
al. [17] explored an ANN model for landslide susceptibility
evaluation at a high land in Ecuador. They implemented a
technique consisting of an ANN and multilayer perceptron
and generated them with one of the R packages. Quraishi
et al. [18] provided a new model based on ANN for image
recognition. They used a grey-scale image and then added
Salt and Peeper noise into the image dataset. Moreover,
they implemented an adaptive median filter to eliminate the
noise of the image datasets. Here, they regarded the output
as filtered.

In the last five years ago, there were some comprehen-
sive studies focused on sign language (SL). For instance,
Calado et al. [19] used a variety classifiers in machine
learning techniques, likely random forest, ANN, SVM, and
logistic regression, to detect Italian sign language. ANN dis-
played the best performance in this investigation, correctly
recognizing images of Italian sign language 95.07% of the
time.

Yu et al. [20] evaluated the use of electrodes on four
hands brawns and six instrument measurements on the back
of arms to apply a deep belief net to SL. The data was
gathered using eight signers who each performed five times
each of 150 Chinese SL words. The scenarios with signer
dependence and independence obtained accuracy rates of
95.1% and 88.2%, respectively. Gao et al. [21] used two
Cyber-gloves to record wrist and hand data and three
Polhelmus-3SPACE trackers (place) to collect data on the
direction and location of the wrist and back of the signer.
There were 5113 Chinese SL gestures performed twice by
six signers. The outputs exhibited that the average accuracy
for classifying the data was 82.9% using a Hidden Markov
model.

Wu et al. [22] utilized wires on the forearm and nine
instrument measurements on the wrist to create a sys-
tem of American SL. On eighty word symbols, all re-
counted 77 times by five symbols throughout four sessions,
offline classification was performed using SVM, Naive-
Bayes, decision trees, and closest k-NN classifiers. While
for classifying signer-dependent and signer-independent, an
SVM performed with an accuracy of 97.89% and 40%,
respectively.

Moreover, many researchers have widely explored ISL
for conducting their scientific observations. Daniels et
al. [23] utilized an object detector technique, You Only
Look Once (YOLO), to design an ISL system for recogniz-
ing real-time video datasets. The technique predicted ISL
alphabets with approximately 93.1% of accuracy. Indra et
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al. [24] proposed a system that can read hand-shape ISL
letters based on distance calculation between input ISL
letters and output letters in the database. The proposed
system recognized ISL alphabets properly with about 95%
of accuracy. Fadlilah et al. [25] developed an Android-based
application called BisAndro to facilitate disabled people
to communicate with each other. They used Convolutional
Neural Network (CNN) approach to perform image recog-
nition.

However, we realize that this study is necessary to
investigate using other machine learning techniques for
obtaining the diversity of results from other intelligent
models. Therefore, this study concentrates on the structured
development of the ANN model based on the backprop-
agation technique for recognizing sign language to help
disabled people.

A. Artificial Neural Network (AI)
In AI studies, the ANN is an intelligent technique

invented using the nervous system of human beings and
adopted its principle for yielding decisions. It contains
millions of neurons that carry out information processing.
As a result, it makes the ANN has some benefits [26].
Adaptive learning is the first benefit. Based on training
data, it can learn how to perform a task. The autonomous
organization is the second benefit. An ANN can organize the
data it gets during learning time and build a representation
of it. Thirdly, it operates in real time. It can therefore carry
out the calculations in parallel.

In general, there are two forms of ANN architecture:
single-layer and multi-layer networks. The single-layer
makes up each of one input layer and output layer. Input,
hidden, and output layers are the three different sorts of
layers that make up a multiple-layer network. To decide the
ANN output, each of these architectures needs an activation
function or a node at the end of each neural network’s
output. To obtain the activation function, we can use either
the binary sigmoid function or the bipolar sigmoid function.
Equations (1) and (2) show the definitions of the binary
sigmoid and bipolar sigmoid functions, respectively.

h(q) =
1

1 − e−q (1)

h(q) =
2

1 + e−q − 1 (2)

The activation function (1) is easy to differentiate and
has the derivative of the sigmoid (1), as shown in (3).
Similarly, by substituting the variable x into (4), we will
obtain the derivative of the bipolar sigmoid.

h(q) = h(q)(1 − h(q)) (3)

h(q) =
(1 + h(q))(1 − h(q))

2
(4)

Figure 1. Illustration of Backpropagation Architecture

B. Backpropagation
The backpropagation network is a method widely used

to deal with challenging problems. Since we used directed
learning techniques to teach this algorithm, we can practice
it in many case studies [27]. This method uses supervised
learning with many layers or multiple-layer and is necessary
to compare the targets and network output in utilizing
supervised learning. The units of the hidden layer receive
signals from the input network before passing them into
nodes of the output layer. If the output on the artificial
neural network does not achieve the goal, the hidden layer
will take a step back before transmitting the input layer [28].
Figure 1 illustrates a backpropagation architecture.

3. METHODOLOGY
A. The Procedures of Backpropagation ANN Algorithm

There are three steps for training the backpropagation
algorithm. Firstly, the algorithm uses feedforward and the
defined activation function to measure the forward received
from input to output. Secondly, it uses backpropagation to
measure errors obtained from input and neurons in output
to yield modified weights. Thirdly, it changes weights and
biases to reduce error values obtained from the previous
step. The following steps are detailed ANN procedures.
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Step 1. Give weights using small-random values.
Step 2. Perform a looping of the feedforward process

from step 3 to 8 until the condition “the error
rate is greater than a specified value” is satisfied.
Feedforward process:

Step 3. Receive an input signal xi for input neuron Xi
where i = 1, 2, ..., n and forward them to all nodes
at the hidden layer.

Step 4. Sum weights of input signal for hidden layer unit
Z j where j = 1, 2, ..., p using Equation (5).

Z(input)
j = vo j +

n∑
i=1

xivi j (5)

where vo j is bias of input layer and vi j is the
weight of input layer i. It then measures output
signal from hidden layers using the activation
function, as presented by (6).

Z j = f (Z(input)
j ) (6)

Then, the output signal is sent to all units at the
output layer.

Step 5. Receive a hidden signal z j for output layer unit
Yk where k = 1, 2, ...,m and sum weights of input
signal using Equation (7).

Y (input)
k = wok +

p∑
j=1

z jw jk (7)

where wo j is bias of hidden layer and w jk is
the weight of hidden layer j. It then applies the
activation function (8) to calculate output signal.

Yk = f (Y (input)
k ) (8)

Backpropagation process:
Step 6. Receive target patterns that matches its training

input pattern for output layer unit Yk and calculate
the error rate using Equation (9).

δk = (tk − yk) f
′

Y (input)
k (9)

where tk is output target. With giving a training
parameter value α, it then calculates the weight
and bias corrections that will be used later to
update the w jk value by using Equations (10)
and (11), respectively.

∆w jk = αδkz j (10)

∆wok = αδk (11)

After obtaining this, it sends the value of δk into
units at the below layers.

Step 7. Sum the error rates δk from the forward layers for
hidden layer unit Z j for j = 1, 2, ..., p using (12)
and multiply them by the derivative of the sig-
moid using Equation (13) in order to calculate

TABLE I. The Detailed Datasets Characteristics

No Dataset # of Files # of File Sizes

1 The alphabet data 2653 3.04 Gigabytes
2 The undefined data 102 116.92 Megabytes

the error rate.

δ
(input)
j =

m∑
k=1

δkw jk (12)

δ j = δ
(input)
j f ′(Zinput

j ) (13)

With utilizing the training parameter value of α,
it then calculates the weight and bias corrections
that will be used later to update the w jk value by
using Equation (14) and (15), respectively.

∆v jk = αδ jxi (14)

∆vok = αδ j (15)

Updating processes of weights and bias:
Step 8. Update bias and its weight j = 1, 2, ..., p for

output layer Yk for k = 1, 2, ...,m using Equa-
tion (16).

w jk(new) = w jk(old) + ∆w jk (16)

Similarly, update bias and its weight for input i =
1, 2, ..., n and hidden layer Z j where j = 1, 2, ..., p
and k = 1, 2, ...,m using Equation (17).

vi j(new) = vi j(old) + ∆vi j (17)

B. Data Collection
In this experimental study, we utilized two datasets,

namely the alphabet and the undefined datasets. Firstly, we
downloaded the alphabet dataset available at the Bisindo2
Kaggle repository [29] and the undefined dataset available
at the Bengali sign Kaggle repository [30]. The alphabet
dataset consists of 26 ISL alphabet gestures, while the
undefined dataset contains 38 types of non-latin alphabet
gestures. Table I presents the detailed dataset information.
Secondly, we created 26 folders for the alphabet dataset
and a folder for the undefined dataset. Thirdly, we filled
102 digital images for each folder of the 26 alphabets and
102 randomly selected analphabet images for the analphabet
folder. Figure 2 is an example of ISL and analphabet gesture
images.

C. Data Preprocessing
Before we input the data into the model, there is a

data preprocessing that needs to be carried out and includes
several stages:

1) Split Data Training and Data Testing: This stage
divides the dataset randomly into testing and training
sets. The ratios of the training and testing sets are
70:30 percent and 80:20 percent, respectively.
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Figure 2. Sample Data of ISL and Undefined Image

2) Scaling: The scaling process in this study is a process
to change image resolution. It is needed to equalize
the size of every image so that it will perform the
classification stage effectively. In addition, it scales
every single image data into a size of 150x150 pixels.

3) Segmentation: There are several stages of segmenta-
tion carried out in this study.

a) Color image segmentation: We used color
image segmentation to separate and obtain the
object in the photos that will be our target. A
hand pattern resembling the ISL alphabet is
the study’s object goal. This procedure uses
the color distance measuring algorithm and
threshold value to assess how closely skin
color resembles the colors of the pixels in an
image. Figure 3 displays the outcome of color
image segmentation.

b) Grayscale segmentation: Images still consist
of three color layers, red, green, and blue
(RGB). The three color layers will have
carried out three times calculation process
too. Therefore, we need to convert it into a
grayscale image. A grayscale image has only
one color layer. Figure 4 shows the result of
grayscale segmentation.

c) Binary segmentation: A binary image is a
black-and-white image that can determine
which areas include objects and backgrounds.
We also use the image to remove noise that
still patches in the grayscale image. So, there
is a difference in results between grayscale
images and binary images when performing
edge detection. Figure 5 exhibits the binary
segmentation result.

d) Edge Detection: Edge detection aims to mark
parts detailed in the image by signing changes
in the color intensity that are very high in
the image dataset. The algorithm used for this
stage is the canny algorithm [31]. Figure 6

Figure 3. Result of Color Image Segmentation

Figure 4. Result of Grayscale Segmentation

presents the edge detection result.

D. Training Model
The initial stage in developing the ANN backpropa-

gation model is to determine the initial bias weight and
the activation function used in this model. In this study,
we utilized a random value to initialize bias weight which
is a value ranging between -1 and 1. Then, the activation
function used for the hidden and output layers are a binary
sigmoid function and the SoftMax function, respectively.
These functions are very suitable for multi-classes classifi-
cation cases [32]. These two-activation functions will give
output values within an interval between 0 and 1.

Furthermore, the network architecture used in this study
is a multilayer network with three types of layers: input,
hidden, and output. The total of nodes in the input layer is
22500 nodes determined based on the resolution size of the

Figure 5. Result of Binary Segmentation
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(a) Grayscale Image

(b) Binary Image

Figure 6. Result of Grayscale Segmentation (a) from Grayscale
Image and (b) from Binary Image

Figure 7. The Proposed ANN Architecture

images that we used, 150x150 pixels. The total of hidden
layers in this study is one layer with the number of nodes
determined by trial error with values of 25, 50, 75, and 100
nodes. Whereas the nodes in the output layer are 26 + 1
nodes, 26 nodes are for the ISL alphabet letter numbers, and
one is for the output analphabet letter. Hence, there are 27
nodes in total at the output layer. Figure 7 is an illustration
of the proposed ANN architecture.

After constructing the network, the next step is that we
should determine the parameters used during the training
process. Epoch is the number of iterations that occur during
training, the batch size is the size of the pattern on the

network before the weights are updated, and the learning
rate is the quantity used as a rule in updating the weights for
each batch. In this study, we used the batch size value of 25,
the learning rate of 0.001, and epoch values of 300, 500, and
700. In addition, to prevent overfitting of the built model, we
utilized L1 and L2 regularization algorithms [33] to reduce
the error by fitting a function appropriately on the given
training set. To calculate the error value, we used the loss
function based on cross-entropy. This function estimates
the performances of a classification model whose output is
probability. From the experiment process, we will have the
number of true-positives (TP), the number of true-negatives
(TN), the number of false-positives (FP), and the number
of false-negatives (FN).

The TP refers to information that is accurate and pro-
jected to be true. For instance, in this study, an image
containing the alphabet A and the developed model clas-
sifies the image as alphabet A. The FP refers to data
with a false value but is assumed to be true. For instance,
the developed model predicts the alphabet A image as
another alphabet besides the alphabet A. The FN refers
to information that is accurate and projected to be false.
For instance, an image containing the alphabet B and the
developed model classifies the image as an alphabet other
than the alphabet B. The TN refers to information that is
inaccurate and projected to be false. The image does not
contain the alphabet A, and the developed model does not
classify the image as alphabet A.

Next, we used the F-measure [34] in this multi-class
classification study to observe the model performance us-
ing precision and recall. We used precision to define the
ability of a model to anticipate positive values accurately.
Equation 18 shows how to obtain the precision value.

precision =
T P

T P + FP
(18)

We used recall to define the percentage of successful
outcomes that the model accurately predicts. Equation 19
shows how to calculate the recall value.

recall =
T P

T P + FN
(19)

We used F-measure to yield values from consideration
of both precision and recall. Equation 20 is a mathematical
formula to calculate the F-measure value.

Fmeasure = 2 ×
recall × precision
recall + precision

(20)

Finally, it uses Equation 21 to calculate the accuracy
value for determining the degree of similarity between the
predicted and the actual values.

accuracy =
T P + T N

T P + T N + FP + FN
(21)
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TABLE II. The accuracy comparison results between 80:20% and
70:30% of the testing dataset for some different epochs and hidden
nodes

epochs Hidden Nodes Accuracy for

70:30% 80:20%

300

25 82.32% 80.42%
50 92.35% 94.71%
75 95.34% 96.12%
100 95.58% 97.18%

500

25 75.63% 71.08%
50 93.43% 94.18%
75 97.37% 97.35%
100 97.47% 98.06%

700

25 70.73% 76.19%
50 90.92% 97.00%
75 97.25% 97.18%
100 97.85% 98.41%

4. RESULTS AND DISCUSSION
After training the model, we obtained the highest testing

accuracy when we attempted to perform for the number of
hidden nodes as many as 100 hidden nodes and epochs
of 700. The best result for accuracy came out to 98.41
percent for an 80:20 percent data proportion, while the
best value for accuracy reached 97.85 percent for a 70:30
ratio. In addition, the higher number of epochs used on the
model does not give better accuracy. When we attempted
to analyze the epoch values of 300 and 500 for 25 hidden
nodes, we obtained the epoch of 300 impacted the accu-
racy became decrement. Table II presents the comparison
testing accuracy of 70:30 percent and 80:20 percent data
proportions.

Figure 8 shows the comparison graph of testing accu-
racy. It indicates that the average accuracy obtained by each
hidden node with different epoch sizes is above 90 percent.
However, the higher accuracy for 25 hidden nodes only
reaches values in an interval between 70 and 85 percent.
Its performance was still not good enough to recognize the
ISL image properly. However, when the model utilized 50
and 75 hidden nodes, it started to yield a good performance
relatively and identify the ISL alphabet images correctly.

The precision is the level of accuracy between the
predicted images to be correct from the total predicted
images. Meanwhile, recall is the level of accuracy of the
number of correctly predicted images from the total owned
mages. According to Table III, we obtained that the recall
and precision values of all alphabets are almost 100 percent.
The recall value did not get 100 percent for the alphabets of
A, I, M, O, V, and Undefined only, and the precision value
did not reach 100 percent for the alphabets of J, N, Q, X,
and Y. Alphabets having a 100 percent on recall indicates
that each image predicted to be correct for that category.
Meanwhile, for alphabets having 100 percent on recall, but

(a) 70:30% of the dataset

(b) 80:20% of the dataset

Figure 8. Comparison graph of testing accuracy for (a) 70:30 percent
data proportion and (b) 70:30 percent data proportion

the obtained precision value does not reach 100 percent,
it indicates that the model predicted each of the alphabets
belongs to other alphabet categories.

Alphabet images with a recall value of 1.00 indicate that
the model has correctly predicted each image of the alphabet
belonging to the appropriate category. Whereas alphabet
images that obtained a recall value of 1.00 but did not reach
the precision value of 1.00 indicate that the model predicted
each alphabet as other alphabetic categories. Figure 9 shows
an example of how the model predicted alphabet image A
as the image category of alphabet J.

Furthermore, we compared the accuracy result obtained
from our model with three existing classifiers, such as Chain
Code Contour (CCC) [35], k-NN [36], and CNN [37].
The result showed that the accuracy of our model is
superior compared with those three classifiers. The accuracy
performance of CCC reached 94%. The k-NN classifier
demonstrated accuracy performance relatively far below our
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TABLE III. The Accuracy Result of Classification Based on F-
Measure Performance for 80:20% of the Dataset

Alphabets Recall Precision F-Measure Support

A 95.45% 100% 97.67% 21
B 100% 100% 100% 21
C 100% 100% 100% 21
D 100% 100% 100% 21
E 100% 100% 100% 21
F 100% 100% 100% 21
G 100% 100% 100% 21
H 100% 100% 100% 21
I 91.30% 100% 95.45% 21
J 100% 95.24% 97.56% 21
K 100% 100% 100% 21
L 100% 100% 100% 21
M 91.30% 100% 95.45% 21
N 100% 90.48% 95% 21
O 91.30% 100% 95.45% 21
P 100% 100% 100% 21
Q 100% 90.48% 95% 21
R 100% 100% 100% 21
S 100% 100% 100% 21
T 100% 100% 100% 21
U 100% 100% 100% 21
V 95.45% 100% 97.67% 21
W 100% 100% 100% 21
X 100% 95.24% 97.56% 21
Y 100% 85.71% 92.31% 21
Z 100% 100% 100% 21

Undefined 95.45% 100% 97.67% 21
Accuracy 98.41% 567

Macro Avg 98.53% 98.41% 98.40% 567
Weight Avg 98.53% 98.41% 98.40% 567

Figure 9. Confusion Matrix at the Accuracy of 98.41%

Figure 10. The Accuracy Performance Comparison Results

model, which is only 78% of accuracy. However, the CNN
model shows that its accuracy performance in classifying
ISL alphabets is slightly smaller than our model, which
is 97.5% of accuracy. Figure 10 presents the accuracy
comparison results of the four classifiers.

5. CONCLUSIONS AND FUTURE STUDIES
According to findings in this study’s experimental, the

ANN based on the backpropagation model demonstrated
the ability to recognize ISL alphabets. The results showed
that the maximum accuracy achieved utilizing 80:20 data
proportions, with 100 hidden nodes and 700 epochs, was
98.41%. The experiment attempt to substitute different
epochs and hidden nodes into the model and the results
suggest varying accuracy levels. It is evident that when we
want to generate a better accuracy result, we should consider
choosing the optimal number of epochs and hidden nodes
to apply to our model.

Although the accuracy of our developed framework
methodology is higher than the other three classifiers, we
realize that this algorithm still has weaknesses in predict-
ing images that rotate slightly in their gesture positions.
Therefore, we need a lot of training data with a variety of
gesture positions to be applied the prediction process to this
algorithm. Additionally, the model built in this study was
only limited to accuracy values, and the dataset was limited
to the ISL alphabet (A-Z). Therefore, ISL sign language
recognition still has much room for improvement and future
studies, such as recognition based on sign language words
or an application for real-time recognition. In addition,
improving weights in backpropagation iterations can be
effectively constructed using decision-making methods such
as an integrated objective weighting [38], a hybrid bipolar
neutrosophic-EDAS approach [39], and improved trape-
zoidal fuzzy neutrosophic sets [40][41][42].
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