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Abstract: Internet of Things (IoT) systems become more prevalent, and their security problems can be significant. Denial-of-service
attacks, malware, and phishing attacks can compromise data and services on networks. For comprehensive protection, machine
learning-based security measures in IoT systems should be developed with more robust models and integrated with multiple security
measures. A Ridge Classifier is used to detect anomalies in this study. With this approach, the proposed system can detect and predict
cyber-attacks accurately in smart networks using secure real-time information. In IoT systems, it detected and mitigated network threats
with a 97percent accuracy rate. In addition to improving the security and resilience of government and business networks, this system
can also protect the data from malicious threats..
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1. INTRODUCTION
The growth of the Internet of Things (IoT) has brought

significant changes in the way devices interact and commu-
nicate with each other, enabling the development of smart
homes, cities, and industries. However, as the number of
connected devices increases, the risk of network threats also
grows, and traditional security measures may not be suffi-
cient to protect IoT devices. To address these security chal-
lenges, machine learning (ML) has emerged as a promising
solution [?]. Today, digital transformation is moving fast
to digitize our life to make it easy and available anytime
from everywhere. Technology made our life easy with our
families and business, everything can be published easily
on the internet, and everyone can reach it from anywhere,
that’s contributed to an increase in the electronic services
that serve clients, businesses, socials, and more. Computer
networks are the main gate to connect systems, services,
and people from anywhere together with less than a second,
services can integrate for better services for the end user
experience[1]. Due to the criticality of electronic services
today and how it’s impacted human life. Cybercriminals
take advantage of the importance of electric services today
to impact people’s lives and try to steal or damage computer
networks, web services, and applications that are published
on the internet for their intention. Cybercriminals are indi-

viduals or groups of people with different levels of expertise
who try to hack or gain unauthorized access to protected
networks [2]. This study discusses the recent development
of cyber-attacks on network levels and the most important
cyber security controls that detect and prevent cyber-attack.
In addition, recent cyber-attacks happened and impact the
targeted victims.

A. Background
IoT refers to a network of interconnected devices, sen-

sors, and software that facilitate communication between
physical objects and digital systems. The widespread adop-
tion of IoT is due to its potential to create smart homes,
cities, and industries. However, the increasing number of
connected devices also raises concerns about the security
of these networks. IoT networks are vulnerable to various
network threats, including malware, ransomware, and DDoS
attacks. Traditional security measures, such as firewalls and
encryption, are no longer sufficient to protect IoT devices
from these evolving threats. Hence, there is a need for
more advanced security measures to safeguard IoT networks
[3]. Machine learning has become an important solution to
address the security challenges in IoT networks. ML is a
subset of artificial intelligence (AI) that involves training
machines to learn from data without explicit programming.
ML techniques can detect anomalies, identify patterns,
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and predict potential security threats in IoT networks. By
analyzing large amounts of data from various sources,
including network traffic, sensor data, and user behavior,
ML algorithms can detect suspicious activity and prevent
security breaches. The background section aims to provide
a comprehensive overview of the development of network
threats and security measures in IoT using ML. The section
starts by discussing the rapid growth of IoT networks and
the associated security challenges. It then examines the
various types of network threats and the shortcomings of
conventional security measures. Finally, the section high-
lights the potential of ML techniques in addressing the
security challenges in IoT networks. Network attacks are
the gateway to gain inside the corporate networks and
protecting the boundary of the networks with advanced
network countermeasures is mandatory to keep the network
secure from external threats. Threat actors are trying to
find a vulnerable service or public-facing machine to send
their malicious and exploit the vulnerability of the system.
Services and computer systems are expositions to new
threats that are known and unknown by the development
team. Building a comprehensive network security measure
against different types of attacks will prevent and protect
even the vulnerable system from threats and reduce the
associated risk. Cyber defense controls can in preventive,
corrective, or detective controls, and all of them are used
to achieve a high level of security posture. External threat
actors can launch an easy attack and cause a huge impact
such as a denial of services (DDoS) attack and that’s one
the hardest attacks to prevent as its target stateful devices
such as network firewall, load blancher, application, and so
on [4]. In cyberspace, security controls must be aligned with
the recent cyber threats and attacks to have the capability
on detecting known and unknown attacks. Implementing
integrated cyber security controls that will contribute to
fully synchronize cyber defense solutions. Protecting the
networks can be detected from outbound threats or internal
threats such infiltrate sensitive data outside the organization.
Placing the security controls must cover whole the traffic
whether north-south or east-west flow. Today, visibility to
the threats is part of the detection, most of the attacks
are encrypted traffic, and applying decryption controls is
a prerequisite to give the chance for the security controls to
inspect the packets that travel in the network. The growth
of IoT networks has been exponential in recent years.
IoT networks have the potential to create new business
models and improve efficiency in various industries [5].
However, the increasing number of connected devices also
raises concerns about the security of these networks. IoT
devices are vulnerable to various network threats, including
malware, ransomware, and DDoS attacks. The increase in
the number of IoT devices has also led to the development
of new types of network threats. Malware is a common
type of network threat that can infect IoT devices and
cause damage to their functionality. Malware can be spread
through email, social media, or even through the download
of malicious applications. Once an IoT device is infected
with malware, the attacker can gain unauthorized access

to the device’s data, or even control the device remotely
[6]. Ransomware is another significant network threat in
IoT networks. Ransomware attacks on IoT devices can
cause significant disruptions to businesses and individuals,
leading to data loss, system downtime, and financial loss.
DDoS attacks are another significant threat to IoT networks.
DDoS attacks involve overwhelming a target network or
device with a large volume of traffic, causing it to crash
or become unresponsive. DDoS attacks on IoT devices
can be particularly damaging, as they can disrupt critical
infrastructure, including healthcare systems, transportation
systems, and industrial control systems. The purpose of
this study is to investigate network threats and security
measures in IoT using machine learning. The study aims to
identify different types of network threats that can affect IoT
systems and evaluate the effectiveness of machine learning-
based security measures in detecting and mitigating these
threats. The study also aims to provide recommendations
for improving machine learning-based security measures
in IoT systems, which is crucial as these systems become
more prevalent and crucial to various industries. The main
contribution of this research is to develop effective machine
learning-based security measures for the Internet of Things
(IoT) environment, intending to mitigate network threats
and improve overall network security. Specifically, the re-
search aims to:

• Investigate the current state of network threats and
security measures in the IoT environment and identify
potential gaps and limitations in existing approaches.

• Explore the potential applications of machine learning
algorithms in IoT security and evaluate their effective-
ness in detecting and responding to network threats.

• Develop novel machine learning-based techniques for
identifying and mitigating network threats in the IoT
environment and evaluate their effectiveness in real-
world scenarios.

• Investigate the impact of machine learning-based se-
curity measures on the overall security and perfor-
mance of IoT networks and develop strategies for op-
timizing these measures for maximum effectiveness.

Provide recommendations for the design and implementa-
tion of machine learning-based security measures in IoT
environments, to improve network security and reduce the
risks associated with network threats. To accomplish the
paper’s objectives, the paper is divided into six sections.
Section 1 provides an introduction to the research topic,
Section 2 provides a literature review that explores the
different types of network threats, traditional security mea-
sures, and the potential of machine learning in addressing
security challenges in IoT networks. Section 3 explains
the research methodology and the data collection process.
Section 4 presents the data analysis and the findings of
the study, including the performance evaluation of machine
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learning algorithms for detecting network threats in IoT
networks. Section 5 offers a discussion of the results,
implications, and limitations of the study. Finally, Section
6 provides the conclusion, recommendations, and future
research directions based on the findings of the study.

2. Literature Reviews
Many researchers took the chance and breakdown the

experience of network threats and vulnerabilities with ex-
tensive studies and experiments. The most important thing
that we know is no one technology can prevent all the
threats, or one control can reduce the risk. All is about
implementing the policies, procedures, and processes, with
proper implementation. The authors highlight the limita-
tions of traditional signature-based and rule-based meth-
ods in detecting unknown or sophisticated attacks in IoT
systems. The proposed approach consists of four different
deep learning models, namely CNN, LSTM, Autoencoder,
Denoising Autoencoder [7]. In addition, modeling a poten-
tial cyber-attack can save time, money, and other resources
for an organization. By employing cyber-attack modeling
techniques, organizations can better understand potential
cyber-attacks and implement measures to mitigate them,
thereby safeguarding their network and data [8]. Therefore,
it is essential to develop a comprehensive understanding
of cyber threats and devise effective strategies to protect
against them. The cyber security controls are primarily
designed to detect and protect assets based on signature-
based approaches that identify previously known attacks
that have occurred in different organizations and were
identified by security researchers. In [9] ”Defending against
insider threats with network security’s eighth layer,” he
points out that the threat landscape associated with insider
threats can be broadly classified into two categories. The
first category includes people within the organization who
aim to attack it for unlawful purposes. These individuals
are typically dissatisfied employees who attempt to cause
harm or steal sensitive data. The second category includes
untrained employees who are susceptible to cyber threats,
and this type of employee can be found in almost every
organization. Therefore, it is crucial to implement effective
security measures to address both types of insider threats
and protect organizational assets from potential harm. Both
two types of insider threats are internal risks for each
organization, unhappy workers are very difficult to detect
and know their intention and some of them have a high
privilege of access to the critical systems which’s a very
high risk to the organization and they should build a
strong polices to maintain and monitor the activity of
these users. The second part is the employee with a low
level of awareness of cyber threats and attacks, they are
usually targeted by social engineering or any type of
phishing attack. According to European Union Agency for
Cybersecurity Threat Landscape report in 2022, 60 percent
of organizations affected by Ransomware may have paid
ransom demands, and the largest Denial of Service (DDoS)
attack ever was launched in Europe in July 2022 [10].
Furthermore, Akami DDoS protection provider announced

by author Craig Sparling .The largest DDoS attack launched
against a European customer against Prolexic’s platform
was discovered and stopped by Akamai, with attack traffic
peaking at 853.7 Gbps and 659.6 Mpps over a 14-hour
period. In terms of the number of IP addresses targeted, it
was the most significant worldwide horizontal attack miti-
gated on Prolexic’s platform. The author provides an overall
summary of the attack and how the bad actor leveraged
a highly sophisticated DDoS attack. Critical infrastructure
is susceptible to sophisticated and highly targeted cyber
attacks, usually targeted on different levels such as the
availability of the service or breaching the networks and
the security systems. In addition, the Cyber security team
should perform external testing against the exposed service
from different types of attacks such as DDoS, phishing, web
service testing, and more. The concern is to put the security
perimeter to the real test and be ready for such attacks.
While rule-based detection engines are a strong foundation
for security businesses, cyber threat hunting is a crucial skill
to have to detect undisclosed advanced threats. In contrast
to rule-based detection approaches, hunting identifies and
investigates risks proactively [11]. Cyber threat hunting is a
proactive eye into the entire network to keep focused on the
networks and endpoint to hunt malicious, suspicious, or any
risky activity that has detection by existing tools. A network
Intrusion Detection system is one of the important security
controls that can detect and sniff the traffic to perform
signature-based analysis and capture malicious traffic [12].
In [13], authors suggested an approach to incorporate spatial
and temporal learning via public datasets NSL-KDD and
UNSW-NB15 for training and testing. With a low False
Positive Rate and a high detection rate, the proposed model
combines the advantages of a Convolutional Neural Net-
work with that of a Bi-directional LSTM. Meanwhile, the
Network Intrusion Prevention system is an inline security
control that is designed to detect and prevent network
threats. An IDS only needs a limited amount of data to
detect an attack quickly. Feature selection is essential for
selecting the most accurate features. Using UNSW-NB15
and CICDoS2019 attacks datasets, authors in the paper
[14] propose an ensemble classifier-based wrapper-based
approach to feature selection. IGRF-RFE is a hybrid method
for selecting features for network anomalies in multi-class
networks, based on IG and random forest (RF). MLP’s
multi-classification accuracy has increased from 82.25per
cent to 84.24 per cent because of IGRF-RFE, which reduced
the number of features from 42 to 23 [15]. Overall, both
NIDS and NIPS are detective and preventive security mea-
sures that work on signature-based to predefined security
attacks that are known previously.

A. Research Gap
Despite the many recent developments in network se-

curity measures, there are still significant gaps in research
that need to be addressed. Here are some potential research
gaps:

• Developing effective security measures for IoT de-
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vices: As the number of IoT devices continues to
increase, it is becoming increasingly important to
develop effective security measures for these devices.

• Improving threat intelligence: Threat intelligence is
critical to identifying potential threats and mitigating
risks. However, there is still a need to improve the
accuracy and effectiveness of threat intelligence.

• Enhancing cloud-based security measures: Cloud-
based threats are becoming more common, and there
is a need to enhance security measures for cloud-
based infrastructure and applications.

• Addressing the human factor: Insider threats continue
to pose a significant risk to network security, and
there is a need to address the human factor in network
security.

• Developing new approaches to network security: As
network threats continue to evolve, there is a need to
develop new approaches to network security that can
effectively detect and respond to these threats.

Recent developments in network threats and security mea-
sures have highlighted the need for ongoing research to
address potential gaps in network security. By identifying
these gaps and developing new solutions, it is possible to
improve network security and mitigate the risks associated
with network threats. This paper uses Developing effective
security measures for IoT devices using ML. The rapid
growth of the Internet of Things (IoT) has created a wide
range of new vulnerabilities and attack vectors in network
security. IoT devices often lack proper security mechanisms,
and many are deployed in critical infrastructure environ-
ments, making them an attractive target for cybercriminals.
As a result, it is crucial to develop effective security
measures for IoT devices to mitigate the risks associated
with network threats. One potential solution to this problem
is to use machine learning (ML) algorithms to detect and
respond to security threats in real time. ML algorithms
can analyze large amounts of data from IoT devices to
identify patterns and anomalies that may indicate a potential
security threat. Once a threat is detected, the ML algorithm
can take appropriate action to mitigate the risk, such as
blocking network traffic or alerting security personnel. ML
algorithms can also be used to develop predictive models
that can anticipate potential security threats before they
occur. By analyzing historical data on network activity
and security incidents, ML algorithms can identify patterns
and trends that may indicate a future security threat. This
information can then be used to develop proactive security
measures that can prevent or mitigate the risk of a security
breach. Another potential use of ML in IoT security is to
improve authentication and access control mechanisms. ML
algorithms can be used to analyze user behavior and identify
patterns that may indicate unauthorized access or suspicious
activity. This information can then be used to enhance
authentication and access control mechanisms to prevent

unauthorized access to IoT devices and networks. However,
several challenges must be addressed when using ML in
IoT security. For example, ML algorithms require large
amounts of data to train effectively, and many IoT devices
may not have the processing power or storage capacity
to support these algorithms. Additionally, ML algorithms
may produce false positives or false negatives, which can
create additional security risks if not properly addressed.
IoT devices using ML is a promising approach to mitigating
the risks associated with network threats. By leveraging
the power of ML algorithms, it is possible to detect and
respond to security threats in real time, develop proactive
security measures, and improve authentication and access
control mechanisms. However, further research is needed
to address the challenges associated with implementing ML
in IoT security and to develop effective solutions that can
be deployed at scale. One possible research gap related to
the UNSW-NB15 dataset and the development of network
threats and security measures in IoT using ML is the lack
of research on the effectiveness of different ML algorithms
for detecting network threats and anomalies in IoT traffic.
While some studies have used the UNSW-NB15 dataset to
develop and evaluate machine learning models for network
intrusion detection and anomaly detection, there is still a
need for further research to compare the effectiveness of
different ML algorithms for this task. Another research gap
could be the lack of research on the generalizability of
ML models developed using the UNSW-NB15 dataset to
different IoT environments and scenarios. As IoT devices
and networks can vary in terms of their characteristics, it
is important to determine whether ML models developed
using the UNSW-NB15 dataset can be effectively applied
to different IoT environments and scenarios.

3. PROPOSED FRAMEWORK
This study will employ a mixed-methods research de-

sign, including both qualitative and quantitative data col-
lection and analysis. Data will be collected from various
sources, including research papers, reports, and publicly
available datasets, and will include network traffic data, ex-
pert opinions, and user experiences with machine learning-
based security solutions. The data will be analyzed using
both qualitative and quantitative methods, such as content
analysis, statistical analysis, and machine learning algo-
rithms, to identify patterns, trends, and correlations in the
data.

A. Framework components
• Dataset (UNSW-NB15): A collection of data that

serves as the basis for analysis and modeling.

• Tool (Jupyter Notebook and Python): Software used
to perform data manipulation, analysis, and modeling
tasks.

• Data Preprocessing: The process of cleaning and
transforming raw data to make it suitable for analysis.

• Feature Extraction: The process of selecting relevant
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Figure 1. Research Framework

features from the dataset to use in the model.

• Data Splitting (Test and Train): The division of the
dataset into two subsets (test and train) to evaluate
the performance of the model.

• Train Model: The process of training a machine
learning model on the training data to learn patterns
and make predictions.

• Output: The result of running the trained model on
the test data.

• Visualization: Matplotlib to visualize the results of
the analysis.

B. System Design
The system design for developing network threats and

security measures in IoT using ML is Shown below:

4. Experimental Setup and Implementation
For this research, utilized various tools and technologies

to build our system. We primarily used Python, which
is a major programming language, in its 64-bit version
3.6. We employed Python for the majority of our data
extraction, pre-processing, and preparation tasks required
to compile our import data. Additionally, we used Python
for visualization tasks, such as constructing graphs, for
which we used the Matplotlib library. Python and Jupyter
are popular tools for machine learning and data analysis,
and they can be utilized in the Development of Network
Threats and Security Measures in IoT using ML. In ad-
dition, several technologies can be employed to facilitate
the implementation of ML algorithms in the IoT network
environment. This article will discuss some of the relevant
tools and technologies that can be used in this domain.

A. Experiment analysis
1) Dataset

The study used the UNSW-NB15 (ADFA, 2015) dataset,
which is a collection of network traffic data in the form of
a network packet capture (pcap) CSV file. The dataset is
categorized as normal or attack-oriented, with separate cat-
egories for routine activity and harmful assaults. It consists

Figure 2. system design

of 257,673 records, each with 49 attributes and a class label,
including nine categories of traffic, numerous attacks, and a
broad range of genuine normal activities. However, in this
research, we focused only on the binary classification of
the dataset. The dataset includes 45 attributes that assist in
accurately categorizing the targets.

Figure 3. Dataset Details

2) EDA
Exploratory data analysis (EDA) is a technique com-

monly used in data science to explore and analyze datasets.
It involves summarizing the main properties of the data
using visualizations and other statistical methods. EDA
helps in identifying patterns, trends, and anomalies in the
data, which can be useful in developing network threats and
security measures in IoT using ML[16]. In the context of
developing security measures for IoT networks, EDA can
be used to identify potential threats and vulnerabilities. By
analyzing the data, data scientists can determine which fea-
tures are most relevant for detecting and preventing attacks.
For example, they may look for patterns of network traffic
that are indicative of malicious activity or unusual patterns
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of behavior in connected devices. EDA can also be used to
evaluate the effectiveness of different security measures. By
analyzing the data before and after implementing a security
measure, data scientists can determine whether the mea-
sure has effectively mitigated the threat or whether further
improvements are needed. Overall, EDA plays a critical
role in developing network threat and security measures
in IoT using ML by providing insights into the data and
helping data scientists make informed decisions about how
to address security challenges.

3) Data Preprocessing
Data preprocessing is a crucial step in the development

of network threats and security measures in IoT using ML.
It involves transforming and cleaning the data to ensure that
it is ready for analysis and modeling [17].

4) Data Cleaning
Data cleaning is an essential process in data prepro-

cessing, which involves identifying and handling inaccurate,
missing, or irrelevant data points, as well as correcting any
errors or inconsistencies in the data. It is a critical step
in ensuring that the data used for analysis is accurate and
reliable.

5) Data Transformation
Upon analyzing the characteristics of each feature, we

determined that standardization and normalization were
necessary for the data. Normalization guarantees that there
are no duplicated data points and that all data is stored
in a single location while ensuring that any dependencies
between data points are logical. This step is crucial in ensur-
ing the accuracy and reliability of the data for subsequent
analysis and model development[18].

6) Data Reduction
Large datasets can be costly to acquire, slow to pro-

cess, and challenging to maintain effectively. To address
this issue, data reduction techniques are used to provide
a simplified representation of the information contained
within a dataset. Before proceeding to the data visualization
stage, we eliminated outliers from the dataset to obtain
a better understanding of how the properties were repre-
sented. Although we included all samples of the selected 49
characteristics in the final training, removing outliers was
necessary to ensure that the data was accurate and reliable.
By eliminating outliers, we obtained a clearer visualization
of the data, which aided in the subsequent analysis and
model development stages.

B. Data Visualization
1) Univariate Analysis

In the study, the attacks vs normal samples in the
dataset of UNSWNB15train/test.csv was visualized using
subplots with the Python seaborn package. Specifically,
Figure 6 shows a plot that allows us to compare attacks
vs normal [19]. The plot is divided into two subplots,
one for the training set and the other for the testing set.

In each subplot, the number of samples is displayed on
the y-axis, while the type of sample (attack or normal) is
displayed on the x-axis. This visualization provides a useful
overview of the class distribution in the dataset, which
can be helpful when selecting appropriate machine-learning
algorithms and evaluating model performance.

Figure 4. Normal vs Attack

Bivariate Analysis Bivariate analysis is a useful tech-
nique to analyze UNSW NB15 testing-testing.csv data,
which allows us to compare multiple variables simultane-
ously. To perform this analysis, we used a heatmap plot
generated using the seaborn package in Python. Figure 7
shows the heatmap plot for both the testing and training
datasets. The plot shows the correlation between different
variables, which helps us to identify any relationships or
patterns between them [20]. This can help identify any
variables that may be redundant or irrelevant in our analysis,
as well as identify potential variables of interest for further
exploration.

Figure 5. testing and training confusion matrix

In Figure 5, scatterplots are used to visualize the
relationship between two numerical variables in the
UNSWNB15training/testing.csv dataset. The position of
each point on the plot indicates the values of the two
variables for that sample. By examining the scatterplot, we
can infer the correlation between the two variables. If the
points cluster closely around a line, it suggests a strong
positive or negative correlation between the two variables.
If the points are more spread out and do not follow a clear
pattern, it suggests a weaker or no correlation between
the two variables [?]. The scatterplot in Figure 8 helps
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identify patterns or relationships between two variables in
the dataset. By examining the scatterplot, we can gain
insights into which variables may be important in predicting
the class labels and identifying anomalies.

Figure 6. Scatter Density plot

2) Data Splitting
To split the UNSW NB15 dataset into training and test-

ing sets, the sklearn model evaluation package was utilized
in this study. The dataset was split into a 70/30 ratio, with
70 percent of the data allocated for training and 30 percent
of the data for testing. This allowed for the development
of a model that could accurately predict outcomes and
generalize well to new, unseen data. Moreover, the model
evaluation package was employed to evaluate the model’s
performance on the testing set using metrics such as accu-
racy, precision, recall, and F1 score. These metrics provided
valuable insights into the model’s performance, enabling
further optimization and enhancement of the model.

3) Feature engineering
In this input, the characteristics and properties of

UNSW-NB15 are represented as structured columns. How-
ever, all algorithms require data characteristics with specific
qualities to function properly. Therefore, feature engineer-
ing is performed to create an input dataset that meets
the requirements of ML models. As a result, we start by
converting all categorized features into similar numerical
labels.

4) Data Normalization
Normalization is a crucial step in the data prepara-

tion process that ensures all quantitative columns in a
UNSWNB-15 dataset are adjusted to a similar scale, espe-
cially when the attributes in the data have varying ranges.
To address this issue, we used the MinMaxScaler method,
which transformed the dataset into a range of (0,1) as
follows: X=x-xmin/xmax-xmin. . . . . . . . . . . . . . . . . . . . . . . . eq
(1)

C. Machine learning model
The evolution of human civilization has led to the devel-

opment of numerous technologies that make our lives easier,
such as travel, industry, and computing. Machine learning is
a subfield of computer science that helps to train computers
to manage large datasets more efficiently. It involves the
use of various mathematical and programming techniques

Figure 7. After normalization

to find solutions to complex problems. Anomaly detection
systems based on machine learning involve the creation of
powerful new models to detect abnormal network traffic
using learning algorithms that can flag potential intrusion
attempts. Machine learning algorithms enable the creation
of a mathematical model based on sample data, which
allows computers to make decisions without being explicitly
programmed.

1) Linear Regression
Linear regression is a statistical approach to modeling

the relationship between a dependent variable (target) and
one or more independent variables (predictors) by fitting a
linear equation to the data. It assumes that the relationship
between the dependent and independent variables is linear,
meaning that a change in one variable is associated with a
proportional change in the other variable. In the context of
machine learning, linear regression is used for regression
tasks, where the goal is to predict a continuous value. The
algorithm finds the best-fit line to the data by minimizing
the sum of the squared errors between the predicted and
actual values. Once the model is trained, it can be used to
make predictions on new data. Linear regression has several
advantages, including its simplicity and interpretability. It is
also computationally efficient and can handle large datasets
with a large number of features. However, it has some
limitations, such as its assumption of linearity, which may
not hold in all cases. It may also be prone to overfitting,
which occurs when the model fits the training data too
closely and performs poorly on new data.

2) Ridge Classifier
Ridge Classifier is a binary classification algorithm that

performs classification by adding a penalty term to the
coefficients in the linear equation. This penalty term shrinks
the coefficients towards zero and makes the model less
complex, reducing the likelihood of overfitting. It is a
regularized version of the standard linear classifier that is
commonly used when there is a high degree of collinearity
among the input features. The Ridge Classifier algorithm
optimizes a modified objective function that consists of the
sum of squared errors of the training data and a penalty term
that is proportional to the square of the magnitude of the
coefficients. The penalty term is multiplied by a hyperpa-
rameter alpha, which controls the strength of regularization.
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A higher value of alpha results in stronger regularization
and a simpler model. During training, the Ridge Classifier
algorithm adjusts the coefficients of the linear equation
by minimizing the objective function. The resulting coef-
ficients determine the decision boundary between the two
classes, and new data points can be classified by evaluating
the linear equation with the learned coefficients. Ridge
Classifier has several advantages, such as its ability to
handle high-dimensional data and its robustness to noise
and outliers. However, it also has some limitations, such
as its sensitivity to the choice of hyperparameters and its
tendency to produce biased estimates if the input features
are not properly scaled.

3) Ensemble learning
A machine learning technique called ensemble learn-

ing combines different models to increase the reliability
and accuracy of predictions. By training several individual
models and combining their predictions, final output is
achieved, often through a weighted average that takes into
account the performance of each model. There are various
ensemble learning techniques, such as bagging, boosting,
and stacking.

Figure 8. Boosting

To avoid over fitting and increase model stability, bag-
ging entails training several models on various subsets of the
training data. Boosting sequentially trains several models,
each of which corrects the flaws in the previous model to
increase the model’s total accuracy. The process of stacking
entails training numerous models and feeding the outputs
of those models as inputs into a higher-level model, which
then combines the outputs to produce the final product.

Ensemble learning can significantly enhance the perfor-
mance of machine learning models. However, it may be
computationally expensive and require a large amount of
data to train individual models. Therefore, careful consid-
eration of the tradeoffs between model accuracy and com-
putational resources is important when utilizing ensemble
learning techniques.

4) SGD
Machine learning frequently employs the optimization

process known as Stochastic Gradient Descent (SGD). It is a
variation of gradient descent, which is employed in learning
algorithms to reduce the cost function. In SGD, instead of
computing the gradients of the cost function using the entire
dataset, the gradients are calculated for a small subset of the

data at each iteration. This is more computationally efficient
and allows for faster convergence to the optimal solution.
min1/N l (wt xn, yn)where f (w)linear. . . (3)

min1/N l (hw(xn), yn)where f (w)General. . . (4)

SGD is particularly useful for large-scale problems,
where the number of examples in the dataset can be in
the millions or billions. It can also be used for online
learning, where the model is updated continuously as new
data arrives. One potential disadvantage of SGD is that it
can be sensitive to the learning rate, which determines the
step size of each iteration. To address this issue, various
techniques such as learning rate schedules and adaptive
learning rates have been developed to help SGD converge
more efficiently.

D. Model Evaluation
Model evaluation, a crucial step in machine learning,

helps assess how well a trained model performs when
used with new, untested data. In this process, the model
is first trained on a training dataset and then evaluated
on a test set, which is an additional, unidentified dataset.
To evaluate the model’s performance, various metrics are
used depending on the type of problem being solved, such
as classification or regression. For classification problems,
commonly used metrics include accuracy, precision, recall,
and F1 score (Table 1). These metrics are derived from a
confusion matrix showing the true positives, true negatives,
false positives, and false negatives predicted by the model.
Precision evaluates how frequently the model accurately
detects positive predictions, whereas accuracy measures
how frequently the model makes the right forecast. The
frequency with which the model correctly recognizes true
positives is measured by recall, while the harmonic mean
of accuracy and recall is the F1 score. These measures are
employed to assess the performance of various models and
to compare them.

Predicted Negative Predicted Positive Actual Negative
True Negative (TN) False Positive (FP) Actual Positive
False Negative (FN) True Positive (TP)

Figure 9. positive vs negative values

To evaluate the effectiveness of anomaly detection for
each class using the values from the confusion matrix, we

http:// journals.uob.edu.bh

http://journals.uob.edu.bh


Int. J. Com. Dig. Sys. , No. (Mon-20..)) 9

further assess the optimal model for each neural network.
[20].

By using the above equation, we calculate the model
evaluation of all algorithms.

Model Accuracy Precision Recall F1 score Linear Re-
gression 94% 95% 99% 97% Ridget Classifier 97% 98.3%
98.5% 98.4% SGD Classifier 96.6% 99.9% 98.4% 98.7%
Ensemble Learning 96.5% 98.4% 98.5% 98.4%

Table 1. All Machine Learning Model result The result
depicts that the accuracy of the Rigdet classifier is better
than other classifiers in terms of Accuracy. Result Anal-
ysis ROC (Receiver Operating Characteristic) curves are
a graphical representation of the performance of a binary
classifier, which shows the tradeoff between its sensitivity
and specificity for different classification thresholds. When
comparing ROC curves, the AUC-ROC value can be used to
determine which classifier is performing better. The higher
the AUC-ROC value, the better the classifier’s performance.
Another way to compare ROC curves is to visually examine
the curve shape. A steeper ROC curve indicates better
performance, as it means that the classifier can achieve
high true positive rates (sensitivity) while keeping a low
false positive rate (1-specificity) across a wide range of
classification thresholds. It is important to note that ROC
curves and AUC-ROC values should be interpreted in the
context of the specific problem being solved and the costs
associated with false positives and false negatives. In some
cases, a classifier with a lower AUC-ROC value may be
more appropriate, depending on the specific needs and
constraints of the application.

Figure 10. Roc curved

Here plotting real and predicted data means that we
are visualizing the actual values and the values that our
machine-learning model has predicted. By plotting both the
real and predicted data on a graph, we can easily compare
and contrast the two sets of values.

Based on the confusion matrices, ROC curves, and
Precision and Recall charts presented in Figure 14, the
overall performance of classification is quite good, with
most of the predictions falling on the diagonal. However,
there are a few classes where the misclassification rate is

Figure 11. Precision recall

Figure 12. Real and predicted

higher. For example, all three methods incorrectly identified
DoS packets as vulnerabilities, and the same was observed
for backdoor and analysis classes. The reason for this
misclassification is the data imbalance, which we attempted
to address. However, due to the significant variation in
the number of samples available for each class, we still
need to address this issue for classes with fewer examples.
This problem can lead to over-fitting, which affects the
classification accuracy of certain classes.

E. Performance Comparison
Previous papers Methods Accuracy [12] CNN, BAT-

MC, BAT 79% Proposed work Linear regression, Ridge
classifier, Sgd, and Ensemble learning 97% [13] XGBOOST
CLASSIFIER , Random forest 90% [14] MLP 82.4%

Table 2. Performance comparison of proposed work
For validation, the proposed algorithm was statistically
measured and compared with existing literature (Table 2). A
binary classification test was performed on these algorithms.

5. Conclusion and FutureWork
This paper aimed to explore the development of net-

work threats and security measures in IoT using machine
learning. The UNSW-NB15 dataset was used to evaluate the
performance of various machine learning algorithms such
as linear regression, ridge classifier & ensemble learning.
The accuracy findings demonstrated that these models can
effectively distinguish between normal and malicious activ-
ities in an IoT network. The dataset is large, which makes
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Figure 13. Real vs predicted

it suitable for training and evaluating machine learning
models. The UNSW-NB15 dataset is also freely available
for research purposes, making it accessible to researchers
and practitioners in the field. Finally, the dataset has a
specific focus on anomaly detection, which is a critical
area of cybersecurity. Amongst the models tested, the
ridge classifier and ensemble learning demonstrated the best
performance, with the ridge classifier achieving an accuracy
of 97%. This highlights the importance of selecting the
appropriate machine-learning algorithm for anomaly detec-
tion in IoT networks. Furthermore, this paper also utilized
exploratory data analysis techniques to gain insights into
the distribution and skewness of the data, which aided in
better visualizing the data and determining which attribute
is more crucial than others. The results obtained can inform
the development of effective security measures for IoT
networks, thus contributing to the ongoing efforts to ensure
the security and privacy of IoT devices and networks. In
future, it would be useful to investigate the performance of
the ML models on larger and more diverse datasets. It would
be worthwhile to investigate the use of more advanced
ML techniques such as deep learning and reinforcement
learning. It may be useful to explore the development of
more automated approaches to network threat detection and
mitigation. This could involve the use of intelligent agents
or other AI-based approaches to continuously monitor and
respond to threats in real time. It may be worthwhile to
investigate the integration of blockchain technology with
IoT networks as a means of enhancing security and privacy.
This could involve the use of smart contracts to automate
threat detection and mitigation, or the use of blockchain-
based identity management systems to better secure IoT
devices and networks.
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