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Abstract: This work proposes a technique to detect social distancing using deep learning to ensure the social distance between
people in order to reduce the impact of the coronavirus pandemic. By analysing a video stream, the social distance detecting tool
is developed to inform people to keep a safe distance from each other. In this work, we have used a customized YOLOv4 model,
which was created by using some layers of YOLO from the initial model. Then, we trained those layers on a labelled person image
dataset so that it can be used only for person detection. Input is given in the form of video or can be taken from a webcam, which
is then converted to a 2-D frame for measuring the distance between two people. Any person not following social distancing will
be displayed in a red bounding box, while those who are following will be displayed in a green bounding box. A pre-recorded
video was used to test the suggested strategy. We have named our work Social Distance Detection using Customized YOLOv4 (SDDYv4).
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I. Introduction and Overview
Since there was no effective treatment for the coronavirus

(Covid-19) when the pandemic first started, the general
public was worried about the virus’s spread. Covid-19 has
been classified as a pandemic by the World Health Orga-
nization (WHO) due to an increase in the number of cases
that have been documented around the globe. Some nations
have implemented lockdowns, requiring citizens to remain
indoors during this critical time in order to stop the virus
from spreading [1].

The best way to stop the transmission of Covid-19 is to
avoid direct contact with other people, according to public
health organisations like the Centers for Disease Control and
Prevention (CDC). As there was no viable cure that time. By
adhering to government directives, which included strategies
like social separation, citizens contributed to flattening the
Covid-19 pandemic’s curve [1][2].

To achieve social distance during the quarantine, group
activities and congregations like gatherings, meetings, work-
shops, and prayer were outlawed. To minimise face-to-
face interaction, people were advised to plan and carry out
events as much as possible using various internet channels
[3] [4]. People were urged to adopt proper hygiene, such
as routine hand washing, using masks, and avoiding close
contact with those who were exhibiting symptoms, in order
to stop the virus from spreading further. However, there is a
difference between knowing what to do to stop the infection

from spreading and actually doing it [2]. As these nations
cautiously resumed their economic activities in the new post-
Covid-19 environment, worries regarding worker safety have
emerged. People were urged to maintain a distance of at least
2 meters between them and refrain from any direct contact
to lessen the risk of infection [4].

Currently our world is experiencing many variants of
COVID across the globe and yet every person had not
taken vaccine. So to ensure that the pandemic doesn’t spread
among the people social distancing should be followed and
to ensure this various techniques of computer vision and
deep learning can be taken in consideration to keep an eye
on people. This paper present a deep learning based method
to ensure social distancing between people.

In modern times, deep learning algorithms have become
the preferred choice among researchers for object detection.
There is a wide array of pre-trained deep learning models
available for both object recognition and object detection.
Notable examples include the Region-based Convolutional
Neural Networks (R-CNN) [5], Fast R-CNN [6], Faster R-
CNN [7], Mobilenet [8], and Single Shot Detector (SSD)
[9]. These models have significantly advanced the field of
computer vision and continue to be instrumental in various
applications. Parikh et al. in [10], [11], [12], [13] generated
object-based multi-view summary.

For object detection, You Only Look Once (YOLO) [14]
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has been implemented and reviewed. YOLO can process 45
frames per second which is very fast. A CNN based model
YOLOv4 [15] is customized and used for person detection
and customization of model is done using transfer learning.
In this work we have used some layers of pre-trained model
of YOLOv4 on MS-COCO dataset[16], which was used for
object detection and then we train it on custom labelled
dataset of person class so that it can be used only for person
detection[17][18]. Distance between two person is measured
by euclidean distance formula with depth estimation added
in it. The work is evaluated on different video streams by
converting it into frames[19].

II. RelatedWorks
This section shows some research employing Deep

Learning (DL) and Convolution Nueral Networks (CNN)
for social distance detection and object recognition. Prem et
al.[20] from Wuhan studied and analyzed the consequences
and effects of social distancing on the outbreak of the deadly
virus. In order to simulate an ongoing trajectory outbreak
using artificial location-specific interaction patterns, they
used age structure susceptible-exposed-infected removed
(SEIR) models for many social distancing techniques. They
anticipated that a rapid uptick in interventions would cause
an early secondary peak that would gradually level down.
As we all know, maintaining social distance is vital to deal
with the current situation, but economically flattening the
curve against communicable diseases is a harsh measure.

Adolph et al.[2] has also highlighted the situation of
USA, including the state reports about the scenario including
social distancing and came to a conclusion that delaying
the imposition of the concept of social distancing may have
an adverse effect on person health. Moreover the social
distancing concept also affected the financial conditions.

Various Asian countries including India have started the
use of technology based solutions. The concept used here is
the tracking of mobile devices and based on various diagnos-
tic tests available on the applications[2]. The data regarding
the infected and healthy people around you can be estimated
based on the distance. The application implemented and
used in India is the Aarogya Setu[21]. Al-Sa’d et al. [22]
recognize the anomalies using Social distance and crowd
monitoring systems. V V et al. [23] uses CCTV cameras for
social detection and risk management.

Similar to this, the UK has released an app called C9
Corona Symptom Tracker that allows users to register their
symptoms. In a similar vein, South Korea introduced Corona
100m, which shows the affected individuals within a 100m
radius. Thermal cameras powered by AI are being used
by China to spot people with high body temperatures in
groups. In this dire circumstance, such technologies may aid

in flattening the curve, but they also pose a threat to personal
information[19].

Although it has certain limitations, the subject of study
on person detection in video surveillance systems is well-
established and depends on manual techniques for spotting
unusual behaviours [24]. Different models throughout the
time span has been used for Person detection and are trained
and tested on different data sets[15].

These models are classified mainly under two categories:
one-stage detector and two-stage detector[15]. Main differ-
ence between them is the steps involved in object detection,
in one stage detector classification and identification of
object is done in single step while in two stage detector
a complex pipeline structure is followed for doing classifi-
cation and identification of object.

Another difference between single stage and two stage is
in single stage searching and specification of the class region
is not required while in two stage it is mandatory to do the
specification of area[15]. Table1 shows basic architecture of
one stage and two stage detector.

In addition to it Joseph Redmon et al.[14] has provided
an analysis of these techniques when trained and tested on
different data sets[14]. Models considered for comparison
are R-CNN[20], Fast R-CNN[25], Faster R-CNN[26][27]
and YOLO[14] and the comparison is done on the basis of
type of detector, object detection approach and limitations
of the models.

Fig.I shows the detail comparison of different models.

The most advanced object detectors now available that
use DL have benefits and drawbacks in terms of accuracy
and speed. The object may have multiple spatial placements
and aspect ratios inside the images. As a result, real-time
object recognition algorithms based on the CNN model,
including R-CNN and YOLO, have been developed to de-
tect multi-classes in various sections of images. YOLO is
one of the most popular deep CNN-based object detection
algorithm in terms of speed and accuracy[14].

Adapting some of the techniques from the above work
we present a computer vision technique which could be
used for social distance detection .Detecting person, their
count and drawing bounding boxes are done with the help of
YOLO. For detecting distance between two person euclidean
distance along with depth estimation is used and according
to the predefined distance they are classified whether they
are following social distancing or not. As the work carried
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Figure 1. One stage and two stage detector[8]

Sr.
No Criteria R-CNN Fast R-CNN Faster R-CNN YOLO

1
Type of
Detector

Two-stage
Detector

Two-Stage
Detector

Two-stage
Detector

One-stage
Detector

2
Approach used

for object
detection

Region
proposal

along with
selective search

Same as R-CNN
but the classification

stage is boosted

Sharing computation
along with use of
neural networks

to propose
bounding boxes

Divide Image into
Grid cells and assigns
class with scores to

detect potential
bounding Box

3 Limitation
Huge processing
time and difficult

to apply

Huge processing time
and difficult to apply

in real-time

Real time application
is difficult

Initial version of
YOLO have detection
problem when group

of objects are detected,
and their bounding box

overlap

TABLE I. Comparision of different models

out is for fixed camera.

Fig.2 shows how our custom YOLOv4 detect person
class only when applied on an image.

Figure 2. Illustration of YOLO algorithm for person detection

As per above discussion, several research works have
been undertaken in order to create a better and more ef-
fective social distance monitoring system, but no one has
used customized YOLOv4 model for person detection for
detecting person.

III. Methodology
We proposed a method to detect a safe distance between

people. The CNN methodologies and computer vision tech-
niques are used in this work. Customized YOLOv4 is used
for person detection and localization.

Input is given in the form of video or by webcam which is
then converted to individual 2-D frames and then computed.
If persons are detected in a frame then the computation
process will continue otherwise it will jump to next frame.
If more than one persons are detected then distance between
them is calculated between person using euclidean distance
with depth factor considered in it. Depth estimation is done
by using the luminosity factor as it varies with respect to
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distance of person with camera.

Depending on the pre-defined minimum distance any two
person who are not following social distancing will be indi-
cated with red bounding box and people who are following
social distancing are indicated with green bounding box.

A. person detection
Custom YOLO algorithm is used for person detection

approach which in turn reduce the computational complexity
by detecting the person class in multiple images in single
stage. YOLO is considered one of the best algorithms of
CNN used for object detection in images or videos. It has
an incomparable advantage in terms of speed an accuracy
when implemented in real time[28]. In this work we have
used YOLOv4 algorithm over YOLOv3 as it is more accu-
rate and faster by almost 10% to 12% then YOLOv3[29].
Its architecture basically consist of three parts which are
mentioned below:-

• Backbone:- This part is used for extracting low features
like edges and colours and it can learn from trained
network. In YOLOv4 we use CSPDarknet-53(Cross
stage partial Darknet-53)[29].

• Neck:- It is used to improving the feature extraction
i.e. extraction of both low and high level features and
processing capabilities of the model. In YOLOv4 we
use modified SPP(Spatial pyramid pooling) and PANet
aggregation for improving the feature extraction phase
because they help to extract all the features in lesser
amount of layers[29].

• Head:- It is mainly responsible for giving Output based
on the model’s requirements, such as classifier, detec-
tion frame, picture segmentation, and so on. It is same
in YOLOv3 and YOLOv4[29].

The speed and accuracy difference between YOLOV3
and YOLO V4 is due to additional methods which are
included in YOLOv4[29]. These methods are basically of
two parts:-

• Bag of Freebies (BoF):- It includes changes that are
inherited during the training phase without increasing
the inference cost.

– BoF for Backbone: for data augmentation using
CutMix and Mosaic [29].

– BoF for detector: incorporates random training
shapes, co-sine annealing scheduler, regularisation,
augmentation of mosaic data, self-adversarial train-
ing, reduction of grid sensitivity, use of many
anchors for a single ground truth, and regularisation
of the data. [29].

No. of Iterations MAP Class Confidence
1000 36 89
2000 38 94
3000 39 98

last.weights 37 92

TABLE II. MAP class confidence on different iteration

• Bag of Specials (BoS):- The insertion module is used to
increase the accuracy of target detection by enhancing
some features[29].

– BoS for backbone: Cross-stage partial connections,
Mish activation (CSP) [29].

– Mish activation, SPP-block, SAM-block, PAN
path-aggregation block, and DIoU-NMS are the
detector’s BoS [29].

In this work customization of YOLOv4 model is done
using following steps:-

• In first step we take the weight file of 137 layers of
pre-trained model of YOLOv4.

• In second step we took custom labelled dataset and use
that dataset to modify and train that model to detect
person class specifically.

• We saved the modified weights at every 1000 iteration
to check the mean average precision(MAP) and class
confidence .

For customization we modify various hyper-parameters
in the configuration file, these changes are as follows:-

• Size of batch is set to 64.
• subdivision is set to 16
• max batches is set to 6000
• As we have to detect only one class steps are set to

4800,5400.
• Width and height for an input image is set to 416 X

416.
• As we have to detect only a single class filter size is

set to 18.

customized weight file is considered good if avg loss comes
in the range of 2 to 5. Fig.3shows relation between avg loss
and number of iterations.

After training the customized weights file will only detect
person class and will not detect any other class within that
frame.

B. Bounding Box predictions
As YOLO detects multiple bounding boxes for a sin-

gle class also, so to resolve the problem of overlapping
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Figure 3. Average loss vs no of iterations from 0-2400 iterations

bounding boxes resulting in repeated detection for the same
item is solved with non-maximum suppression (NMS). A
confidence value of 0.5 and an NMS threshold of 0.3,
respectively, were used to determine the final bounding
boxes. This entails removing any bounding boxes that have
more than a 30% overlap with another bounding box and
only keeping classes with a confidence level of more than
50% [24]. fig.4shows application of NMS over an image.

Figure 4. Non Maximal suppression application[30]

C. Custom model creation
The custom model takes image as an input and gives

the probability of class Person, their x min and y min
coordinates along with its centroids, width and height of
image. During the training and testing YOLOv4 model we
have used Google open image dataset which consist over
600 classes and 1.9 million labelled images[31].

Fig.5 shows customized YOLOv4 model where we used
first 137 layers weights for customizing the weight file of
YOLOv4 along with some changes in batch size, subdivision
and size of filter above the detection layer. A short process
is represented, which will demonstrated how input is taken
and in which form output is represented.

D. Depth Estimation based on surveillance camera footage
Once the people are identified, the distance between two

people is calculated. The video frame available to us from
the surveillance camera is only helpful for calculating the
distance from 2-Dimensions, but when we convert video to
2-D frame one condition gets violated that is if two people
standing on the same axis as of the surveillance camera,
having different heights where the far one having a greater
height than the close one’s. In this case due to the height
difference and the axis of capture, they both will be identified
standing next to one another.

For that reason we have used a model monodepth2 which
will identify the depth of the whole image and provide
a disparity prediction based in the form of a heat map.
Using which we can find the difference of pixel intensity
and calculate more exact distance between two people.

Disparity is calculate by the formula

disp = disp ∗ 416 ∗ 0.58 (1)

Here 416 is the width of frame taken from video of surveil-
lance camera and 0.58 is scale factor and by using this
disparity we calculate the third factor depth which we will
use along the x and y coordinates of centroids to calculate
the distance between two persons.

depth = f ocal ∗ baseline/disp (2)

In this depth estimation method focal length and baseline of
surveillance camera is fixed primarily before applying.

E. Distance estimation
In this depth estimation method focal length and baseline

of surveillance camera is fixed primarily before applying.

F. Distance estimation
This stage involved receiving all of the 2-D frame’s

bounding boxes and their centroids for the human class.
Therefore, we employed euclidean distance combined with
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Figure 5. Customized YOLOv4 architecture

depth estimation, which is accomplished with the aid of
brightness factor, to determine the distance between two
or more people. Final distance between two person will be
computed as:

Given the position of two persons in an image as (x1,y1)
and (x2,y2) and their luminance is l1 and l2 respectively,
hence the distance between them can be computed as :

dist =
√

(l1 − l2)2 + (x1 − x2)2 + (y1 − y2)2 (3)

For the pair of people who are not following the preset social
distance are marked in red and the people who are following
the predefined social distance are detected in green.

IV. Results and Discussion
The input video shows persons walking along the street

where the camera is fixed at a particular angle. Individual
frames are grabbed and resized for ease of implementation of
YOLO. Fig.6, and fig.7 shows the output of social distance
detection in an individual frame along with total count of
people. People who are not following social distancing are
depicted in red bounding box along with red centroids and
people who are following social distancing are depicted in
green bounding box with green centroids. Fig.8 shows the
heat map generated during the processing of the video.

The custom video is used to test the working of Social
distance detector. Fig.9, fig.10, and fig.11 shows social
distance detection between two person when one person is
moving in same axis and other person is at fixed position.

For training our custom model, initial weights file of
137 layers of YOLOv4 which is trained over labelled person
dataset is used. During training the number of iterations is in-
versely proportional to average loss and directly proportional
to the MAP and for checking this, modified weights was
saved at the multiple of 1000 iterations and when checked
the MAP at 1000 iterations is 32% at 2000 iterations it is
36% and at 3000 iteration it becomes 39% on the contrary
average loss decreases from 1800 to 3.8.

Figure 6. Social distance detection on oxford town dataset

Figure 7. Social distance detection on oxford town dataset

Table III showcase the comparative analysis of the
proposed work and other similar work available in the
literature with respect to distance estimation method, ap-
proaches utilized for person detection, limitations and model
performance (in terms of accuracy).

V. Conclusion and future work
A deep learning model is utilised to identify social

distance. Any non-compliant pair of persons will have a
red frame and centroid, and distance measurements between
individuals may be performed using computer vision. A
video of individuals strolling down a street was presented as
proof for the suggested tactic. The results of the visualisation
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Sr
No. Method

MAP for human
detection and
dataset used

Distance
calculation
approach

Limitations
Accuracy of
the approach

used

1. A. H. Ahamad
et al. [32]

Model used SSD
Mobilnet V1

trained on MS COCO
dataset has a MAP

of 19%.

Euclidean
distance

Very less MAP
and doesn’t detect

all humans
accurately

62.5% on
Oxford town

datasetOnly detect
social distancing
in the region of
interest which is
masked, the rest

of the frame
remains unused.

2
Serigo Saponara

et al. [33]

Model used
YOLOv4 tiny

trained on FLRI
thermal image and

custom made
dataset for
detection.

Euclidean
distance along
with bird eye

view

Only detect social
distancing in the
region of interest
which is masked,

the rest of the frame
remains unused.

97.48% on
self taken

video

3
Rujula Singh R

et al. [28]

Model used
YOLOv3-416

trained on COCO
dataset

DBSCAN
clustering
algorithm

Less accuracy
during person

detection

89.79% on
a self taken

video

4 SDDYv4

Model used
customize

YOLO4 which
is trained on Google
open image dataset

and has MAP of 39%

Euclidean
distance

along with
depth

estimation

Can be used
only for

surveillance
purposes

90.3% on
Oxford town

dataset

TABLE III. Comparison of our method with different methods

Figure 8. Heat map generated from oxford town dataset

Figure 9. Social distance detection on webcam

demonstrated the ability of the proposed technique to iden-
tify the whole population, the total number of people, and
the total number of people who violate social distance. For
usage in a number of settings, such as the office, a restaurant,
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Figure 10. Social distance detection on webcam

Figure 11. Social distance detection on webcam

and a school, this work can be enhanced and refined. This
work may be refined and modified to be used in a number of
settings, such as the workplace, a restaurant, and a school.

Additionally, the work may be enhanced while optimis-
ing the processing capability of the hardware by enhancing
the pedestrian detection algorithm and utilising other detec-
tion techniques including mask detection and human body
temperature detection.
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