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Abstract:This paper presents a multi-objective optimization analysis to improve the controller tuning of three-element control loop for
the best fit to both its servo and regulatory control objectives during the process operations. The existing Proportional-Integral-Derivative
(PID) controller tuning for the three-element control loop is challenging because the best setting of each controller is obtained during
the concurrent analysis, but all controller settings affect the control performance of other control loops and the output responses.
Furthermore, this paper highlights the determination of Upper Limit (UL) and Lower Limit (LL) bounds by using the necessity criterion
of Routh-Hurwitz stability analysis. The Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) are used as the optimization
algorithms to improve the control performances. Both optimization analysis are operated by using a developed Graphical User Interface
(GUI) via MATLAB software. At the same time, the optimized PID controller settings are applied to the steam boiler drum function
of the LOOP-PRO simulator. Both GA and PSO outperform the manual tuning for the three-element loop. Among them, GA performs
better than PSO even though both methods are capable of suggesting highly satisfactory performances.

Keywords: Multiple loop, Upper and lower bounds, Multi-objective optimization, Graphical user interface, Curve and indexes
performances

1. Introduction
Nowadays, industrial processes have commonly applied

the Proportional-Integral-Derivative (PID) controller tuning
[1] in closed control loops, where the servo and reg-
ulatory objectives are considered. It has been reported
that the existing PID controller tuning methods, such as
Ziegler-Nichols (ZN) and Internal Model Control (IMC),
are adequate to control single-loop system. In particular,
IMC apples different formulas for the respective servo and
regulatory controls. The main problem is that the applied
PID controller of each control loop will affect or deteri-
orate the control performance of the other control loops
[2], [3]. Besides, both the aforementioned tuning methods
rely on complex mathematical calculations and engineers’
experiences in doing the refined tunings [4]. Therefore,
two questions arise. How could the engineers obtain the
optimized tuning of three-element loops without involving
complex mathematical calculation? How to obtain the best
tuning for reasonable performances of all interacted control
loops? We recommend a multi-objective optimization anal-
ysis such as Genetic Algorithm (GA) and Particle Swarm
Optimisation (PSO) as one alternative approach to improve
the existing PID controller tunings. The GA optimization
algorithm is motivated by the biological mechanism of
natural selection, where the harsher individual is likely

to be the winner of a competitive world. The operation
is started from an initial population that comprises some
chromosomes and each one of them will correlate to a result
of the given problem [5]. The application of operators to
form new children through crossover and mutation possibly
are more excellent than their parents. The best solution of
the new chromosome is determined by the algorithm of the
fitness function. Iteration repeats many times to improve
the new best chromosomes until it meets the set iteration in
the fitness function. Ultimately, the chromosome with the
most fixed fitness degree is chosen as the most compatible
solution for the optimization analysis.

PSO refers to the social behaviour of nature’s elements
for instance birds flocking or fish schooling [6]. PSO
algorithm works on regular selection of the fittest child
to survive after many iterations. Initially, a set of particles
known as the population is randomly selected. These par-
ticles with respective velocities and positions are evaluated
with predetermined fitness values to obtain the personal and
global best values. Personal best reflects the best individual
particle composition, while global best represents the goal
position of all particles [7].

This paper primarily aims at improving the performance
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of the three-element loop function via multi-objective op-
timization analysis, where the results are comparatively
discussed with the existing manually tuning techniques. The
introduction and problem are highlighted at the beginning
of this paper. Section 2 presents the literature review and
previous works of the three-element control loop, GA and
PSO. Section 3 highlights the logical flow of the research,
which includes the formulation of stability margin for the
primary loop, secondary loop and feedforward algorithm.
This is followed by the multi-objective optimization al-
gorithm to produce the best controller tuning, which has
been determined by Integral Error measurement. Section
4 describes the analysis and results via a case study on
the three-element steam drum function. The multi-objective
optimization analysis is then validated by the three-element
steam drum control function of the LOOP-PRO simulator.
In addition, a Graphical User Interface (GUI) is devel-
oped to allow multi-objective function to operate in a
consistent environment that could visualize the optimization
result. Finally, Section 5 concludes the research findings
and proposes future improvements to the multi-objective
optimization analysis.

2. Literature Review
PID-based tuning approaches have been used in many

applications for improving overall control performance.
MATLAB/Simulink has been used to develop application
that communicates the boiler with the PID control [2]. The
author of paper [8] modified the fractional order relay based
automatic tuning of PIλD controller for stable processes
with load disturbance via adjusting the phase margin, λ.

In order to cope with unpredictability in the outlet
parameters, the authors in [9] used an optimization approach
to forecast the changes for the inlets for PID control at the
same levels. Whereas, the paper [10] worked on the different
interacted loop levels. The authors of the paper [11] com-
pared tracking accuracy and disturbance rejection ability
in various iterative learning controls, which were adopted
with feedforward function. The authors of the paper [12]
compared several control systems for decreasing parameter
deviations of both servo and regulatory controllers by using
feedforward and feedback loops. The paper [13] proposed
a robust-based H∞ state feedback controller to an industrial
boiler and then examined its stability and performance via
Linear Matrix Inequalities (LMIs) techniques. The authors
of the paper [14] applied Proportional-Integral (PI)-based
feedforward and feedback control to a piezoelectric actuated
micro positioning stage. Furthermore, the paper [15] applied
a feedforward strategy to counter the impact of disturbance
for a lab-scale three series flotation tank system.

GA refers to direct analogy, such as natural evolution,
to perform optimization that solves complex engineering
problems. GA has been used in many applications. The
authors of paper [16] used GA to align controller parameters
when the disturbances were presented. The paper [17]
applied the linear quadratic Gaussian controller operated by

GA, to reduce the frequency divergences and settling time
in the load frequency control. The paper [18] applied the
GA algorithm to reduce the computational cost during the
optimization analysis. In addition, the authors of paper [19]
comparatively studied the response surface methodology
and GA for optimizing the laser welding process. The paper
[20] applied GA optimization to produce the shortest rising
time of PID-based cruise control system, whereas [21]
adjusted mutation operators to solve Max One problem and
compared it with the result from conventional GA usage.
Besides, the authors of the paper [22] applied optimization
to regulate the receiver’s mass flow rate, thereby minimizing
the solar energy fluctuation.

PSO applies the social-psychological theory of animals,
which is adapted to various research studies. The authors of
paper [23] minimized power losses of the distribution sys-
tem, which is installed with a shunt compensator by using
PSO optimization. The paper [24] designed a feedforward
controller to expel inconsistent hysteresis behaviours of a
piezoelectric stack actuator-driven system. In addition, the
paper [25] tuned PI parameters of the boiler turbine unit
with hybrid PSO, whereas the authors of paper [26] solved
H∝ optimization problem of a novel three-element-type
DVA model with a grounded negative stiffness spring by
combining a traditional theory and an intelligent algorithm.
In the paper [6], the authors discussed the optimization
approaches of the swarm intelligence strategy. Besides, the
paper [27] designed the optimized fuel composition and the
paper [28] applied optimization to obtain the best controller
tuning in the controlled loops.

It is observable that the applied PID control strategies
have solely focused on either one of the servo or regula-
tory control objectives. In fact, both control objectives are
essential in the control operations. Thereby, it is resolutely
proposing to generate the most compatible controller set-
tings best fixed to both servo and regulatory controls using
optimization analysis. Moreover, this paper recommends
determine the bound settings of the analyzed parameters
for reducing the computational cost.

3. Stability and Performance Analysis of Three-element
Control Loop

A. Stability Margin of Three-element Control Loop
The optimization analysis takes account of the parameter

settings to the applied algorithms that correspond to the
reduced iterations and improved best solutions [9]. Two
of the essential parameter settings are the Upper Limit
(UL) and Lower Limit (LL) settings, which are applicable
to the three-element loop. Note that a three-element loop
comprises the feedforward plus cascade control algorithms.
The cascade control algorithm comprises secondary and
primary loops. All the setpoint and disturbances are pre-
sented in the form of First Order plus Dead Time (FOPDT)
models. In this research, steam boiler drum function of
the LOOP-PRO simulator is set to operate in three-element
loop. The secondary loop is a self-regulating configuration
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of flow control, whereas the primary loop is an integrating
configuration of level control. Fig. 1 (a) shows both flow
and level controls of a steam boiler drum function, whereas
Fig. 1 (b) shows the block diagram of the three-element
loop.

(a) Three-element based Steam Boiler Drum Function

(b) Block Diagram of Three-element Loop

Figure 1. Three-element Loop of Steam Drum Boiler Function for
the Water Level Control

1) Analysis of the cascade control algorithm
Analysis of the cascade loop comprises the primary and

secondary loops [3]. The self-regulating FOPDT transfer
function (Gp2) is presented by (1)

Gp2 =
Kp2e−Θp2 s

τp2s + 1
, (1)

where, Kp2 is the process gain (secondary loop), τp2 is
the process time constant (secondary loop), and θp2 is the
process dead time (secondary loop). Approximating the
exponential term by using Taylor Series approximation,
e−θp s ≈ 1 − θps yields (2)

Gp2 =
Kp2(1 − θp2s)
τp2s + 1

= 0. (2)

The secondary loop PI controller algorithm (Gc2) is
illustrated by (3)

Gc2 =
Kc2s + Ki2

s
, (3)

where Kc2 is the proportional gain (secondary loop) and Ki2

is the integral gain (secondary loop). Incorporating both Gp2
and Gc2 into the closed-loop transfer function (see [28]), the
denominator of the secondary loop transfer function is given
by (4).

The stability analysis is determined by the necessity con-
dition of the Routh-Hurwitz stability. Arranging parameter
values in sequential order gives (5)

(τp2 −Kp2Kc2θp2)s2 + (1+Kp2[Kc2 −Kc2θp2 +Ki2]) = 0 (5)

All the parameters of the polynomial equation should
have the same polarities, assuming all parameters to have
the final value > 0. From the terms s2, τp2−Kp2Kc2θp2 > 0,
arranged in Kc2 term gives (6) as the UL.

Kc2 <
τp2

Kp2θp2
. (6)

From the term s, 1 + Kp2Kc2 − Kp2Ki2θp2 > 0, arranged in
Ki2 term, and using Ki2 <

1+Kp2Kc2

Kp2θp2
and Ki2 =

Kc2
τi2

, we obtain
(7) as the LL.

τi2 >
Kc2Kp2θp2

1 + Kp2Kc2
. (7)

Therefore, the bound settings for Kc2 and τi2 are iden-
tified. The secondary closed-loop function (CL2) is nested
into the primary loop as depicted in Fig. 2.

The integrating FOPDT model of the primary loop (Gp1)
is given by (8)

Gp1 =
Kp1e−θp1 s

s
, (8)

where Kp1 is the process gain (primary loop) and θp1 is
the process dead time (primary loop). Approximate the (8)
using Pade Approximation gives e−θp s ≈ (1 − 0.5θps)/(1 −
0.5θps), which yields (9)

Gp1 =
Kp1(1 − 0.5θp1s)

s(1 + 0.5θp1s)
. (9)

The PI controller model for primary loop (Gc1) is given
by (10)

Gc1 =
Kc1s + Ki1

s
, (10)

where Kc1 is the proportional gain (primary loop) and Ki1
is the integral gain (primary loop). Incorporating CL2 into
the closed-loop function of the primary loop yields a new
transfer function as (11)

C1

R1
=

Gp1CL2Gc1

1 +Gp1CL2Gc1
. (11)

From (11), we can get (12)

C1

R1
=

Gp1Gp2Gc1Gc2

1 +Gp2Gc2 +Gp1Gp2Gc1Gc2
. (12)
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G2

R2
=

(Kp2Kc2 − Ki2Kp2θp2)s–(Kp2Kc2θp2s2) + Kp2Ki2

(τp2s2 + s) + (−Kp2Kc2θp2s2 + (Kp2Kc2 − Kp2Ki2θp2)s + Kp2Ki2)
. (4)

Figure 2. The Secondary Closed Loop is nested in the Primary Loop

Applying the necessity condition of the Routh-Hurwitz
criterion, all the polynomial parameters should have the
same polarity. The denominator part of (12) is re-defined
as 1 +Gp2Gc2 +Gp1Gp2Gc1Gc2 = 0 to form (13).

Arranging all the variables based on the order of terms
and representing the expression polynomial parameters with
alphabets give (a)s5 + (Kc1e + b)s4 + (Ki1e + Kc1f + c)s3 +
(d + Kc1g + Ki1f)s2 + (Kc1hKi1g)s + Ki1h) = 0, where
a = 0.5θp1(τp2 - Kp2Kc2θp2), b = (τp2 − Kp2Kc2θp2) +
0.5θp1(1+Kp2Kc2−Kp2Ki2θp2), c = (1 + Kp2Kc2 - Kp2Ki2θp2
) + 0.5θp1Kp1Ki2, d = Kp2Ki2, e = 0.5Kp1Kp2Kc2θp1θp2,
f = −Kp1Kp2Kc2θp2 − 0.5Kp1Kp2θp1(Kc2 − Ki2θp2), g =
Kp1Kp2(Kc2−Ki2θp2)−0.5θp1Kp1Kp2Ki2, and h = Kp1Kp2Ki2.

Regarding the coefficient of term s3, after we sub-
stitute the (Ki1e + Kc1f + c) with its terms and re-
arrange the formula into the terms of Kc1, it becomes
[1+Kp2(Kc2−Ki2θp2)+0.5Kp1θp1Ki2]+Kc1(−Kp1Kp2Kc2θp2−

0.5θp1Kp1Kp2(Kc2 − Ki2θp2)) + 0.5Ki1Kp2Kp2Kc2θp1θp2 > 0.
Re-arranging the component into the term of Kc1 and
expecting all parameters to have the final value > 0, the
UL can be rewritten as (14).

Besides, the order of terms s0 is referred as LL that
gives (15)

Ki1 > 0. (15)

As Ki1 > 0, we also know that τi1 > 0. As τi1 > 0, any value
of τi1 greater than 0 is substantial to maintain stability for
the closed-loop process.

On the other hand, the feedforward control algorithm
could be described and analyzed as follows. The feedfor-
ward algorithm is purposely used to optimize the regulation
of the inlet in a fast responding to the load changes of the
outlet [3]. From Fig. 1 (b), the feedforward algorithm of
closed-loop (G f f c) notes the change of the steam outlet at
the output and instantly adjusts the weight of the inlet water
at the input to alleviate the impact of load changes to the
regulated water level of the steam drum boiler function.
As it is an integrating process, the FOPDT model of the
feedforward function (Gd1) is given by (16)

Gd1 =
Kd1e−θd1 s

s
, (16)

where Kd1 is the disturbance gain and θd1 is the disturbance
dead time. The function of primary loop in Fig. 1 (b) is
given by (17)

C1 = Gd1D1 +Gp1(D1G f f c +CL2Cc1e1). (17)

The expression of e1 is expressed by (18)

e1 = (R1 −C1). (18)

Substituting (17) into (18) and arranging the terms give (19)

C1(1 +Gp1Cc1) =
Gd1D1

CL2
+Gp1G f f cD1 +Gp1Gc1R1. (19)

The feedforward algorithm does not sabotage the closed-
loop stability, even this algorithm has limitations to elimi-
nate the steady-state offset. Ultimately, the regulatory con-
trol model is given by (20)

C1

D1
=

Gd1 +Gp1CL2G f f c

1 +Gc1Gp1CL2
, (20)

where G f f c is the control algorithm of the feedforward
function. For the numerator part, we anticipate the “ex-
cellent” control whereby the controlled variable abides at
the setpoint regardless of deviation at the load variable, D1.
Therefore, the set value remains unchanged (R(s) = 0), and
we anticipate C1(s) = 0, although D(s) , 0, and (20) is
given by Gd1 +Gp1CL2G f f c = 0.

The secondary loop responses faster than the primary
loop. Therefore, its response can be ignored when determin-
ing the G f f c, which gives the ideal feedforward algorithm
given by (21)

G f f c = −
Gd1

Gp1
. (21)

The process model gain is primarily affecting the output.
Therefore, a static feedforward algorithm can be developed,
in which to only cover the ratio of Kd to the Kp1. Besides,
the feedforward ratio (Γ) is applied for the optimization
analysis that allows obtaining the better ratio value of in-
verse relation for Kd to the Kp1. Therefore, the feedforward
control algorithm with ratio, G f f , is given by (22)

G f f = −Γ
Kd

Kp1
. (22)

The tuning ratio, Γ ∈ (0, 2) is the used scalar parameter
to tune the best gain of regulatory control. In conventional
tuning, Γ is tuned based on trial and error, but in computa-
tional optimization analysis, this factor is computationally
analyzed together with the PI controllers.
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1 +
Kp1(1 − 0.5θp1s)

s(1 + 0.5θp1s)
∗

(Kp2Kc2 − Ki2Kp2θp2)s − Kp2Kc2θp2s2 + Kp2Ki2

(τp2 − Kp2Kc2θp2)s2 + (1 + Kp2Kc2 − Kp2Ki2θp2)s + Kp2Ki2
∗

Kc1s + Ki1

s
= 0 (13)

Kc1 <
[1 + Kp2(Kc2 − Ki2θp2) + 0.5Kp1θp1Ki2] + 0.5Kp1Ki1Kp2Kc2θp1θp2

Kc1(Kp1Kp2Kc2θp2 + 0.5Kp1θp2 + 0.5Kp1Kp2θp1(Kc2 − Ki2θp2))
. (14)

2) Formulation of Multi-Objective Based Optimization Al-
gorithm and Optimization Parameters Setting
For the optimization analysis, the design problems in-

clude: Kc2 = x(1); Ki2 = x(2); Kc1 = x(3); Ki1 = x(4); Γ
= x(5). Replacing the selected design variables in (3), (10),
and (22) respectively, the redefined controller algorithms for
optimization could be written as (23) - (25).

Secondary loop PI controller:

Gc2 =
x(1)s + x(2)

s
, (23)

Primary loop PI controller:

Gc1 =
x(3)s + x(4)

s
, (24)

Feedforward algorithm:

G f f = −x(5)
Kd1

Kp1
, (25)

The error is the accumulative net area of the response when
servo and regulatory controls are parallel conducted and
evaluated by the algorithm. Overall, error measurements for
servo and regulatory controls are shown in (26) - (27) and
incorporated to give (28).

Error 1 (servo control):

e1 = 1 − step
(
C1

R1

)
, (26)

Error 2 (regulatory control):

e2 = 1 + step
(

C1

D1

)
, (27)

The total integral error:

J = min
e

f (x) =
∫

abs(e1) dt +
∫

abs(e2)dt, (28)

where step(·) denotes transfer functions for the process or
disturbance and abs(·) denotes absolute function.

Source coding of the objective function and optimization
analysis are formulated based on the multi-objective opti-
mization analysis flowchart of Fig. 3. All the source coding
are adapted to a developed Graphical User Interface (GUI),
supported by MATLAB simulation tool, which would be
demonstrated in the next section. Equations (6), (7), (14),
and (15) are respectively used for determining bound set-
tings at the GUI. Nonetheless, few parameter settings still

Figure 3. Flowchart of Multi-objective Optimization Analysis

apply default settings in the optimization algorithm, which
consists of maximum iteration of 100 and population size
of 20. Additionally, the mutation rate for GA and damping
ratio for PSO are fairly set to 0.8.

3) Integral Error Measurement
The performance indexes of all control loops set by

various control methodologies are quantitatively measured
by using integral error measurement. As noted, the integral
error is obtained by measuring the total area deviation under
the curve of process variables versus the setpoint condition.
The smaller the deviated net area, the less integral area value
and the higher controllability to the process loops.

The produced errors are cumulatively measured by In-
tegral Absolute Error (IAE), Integral Square of Error (ISE),
and Integral over Time for Absolute Error (ITAE) during
the simulation analysis. IAE unites the entire error value in
the cycles over the period. ITAE multiples the entire error
over the period and then incorporates the sum error unit.
ISE integrates the square of the entire error over period
that enlarges small errors when comparing the performance
of several control loops. All the integral errors are simulated
by MATLAB software. Besides, the IAE is applied to
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both GA and PSO multi-objective optimization analysis for
calculating the most optimum controller values that produce
the least integral error values.

4. Analysis and Result Discussion
A. The Identified Models from the LOOP-PRO Simulator

This research applies the identified process models of
the single, cascade, and three-element loop steam boiler
function of the LOOP-PRO simulator. All the identified
models are in the FOPDT terms as tabulated in Table I.

While operating the steam boiler drum function of
the Loop-PRO simulator, set the function to a single-loop
activate one process model to control the water level. Setting
the function to the cascade loop utilizes a self-regulated flow
control loop as the secondary loop, and is embedded into
the primary loop to control the water level of steam drum
function. Therefore, there are two identified process models.
The terms of FOPDT models for primary and secondary
loos are referring to (1) and (8). Furthermore, the three-
element control loop applies the Γ to measure the regulated
water inlet, which can be referred to (22) and it involves
another disturbance model at the steam outlet.

B. Description of the Obtained Bound Limits for Optimiza-
tion
The bound settings for both primary and secondary loop

controllers help in narrowing down the specific searching
region, therefore, reducing the analysis period and compu-
tational costs for the optimization analysis.

For the secondary loop’s limit, see Table I and substitute
Kp2 = 0.268, τp2 = 0.257 and θp2 = 0.114 into (6) and
(7) to get the limit settings of 0 < Kc2 < 8.75 and τi2 >
0.1. We can set unit number for τi2 so optimization analysis
will analyses corresponding value of Kc2 in the optimization
analysis.

For the primary loop’s limit, see Table I and substitute
Kp2= 0.268, τp2 = 0.257, θp2 = 0.114, Kp1 = 0.037, and
θp1 = 0.944 to calculate (15), which will result on 0 < Kc1
< 62.6. As τi1 is greater than 0, any positive τi1 values are
acceptable for optimizing corresponding Kc1 value.

C. Three-element Optimization Toolbox for the Genetic
Algorithm and Particle Swarm Optimization
Analysis of the three-element loop covers feedforward

and cascade control algorithms that were incorporated into
a developed GUI toolbox, that is operated by MATLAB
software. Three-element GUI toolbox for both both GA
and PSO optimization with other parameter settings are
illustrated in Fig. 4.

The GUI toolbox’s operation is started by keying in
the process model parameters, UL and LL bounds. The
optimization analysis type is selected between GA or PSO.
Then, click the “RUN” button to start the optimization
analysis. Once the optimization analysis is completed, the
optimized PI controller settings for primary and secondary

loops are displayed in the respective columns at the right
bottom of the GUI screen. Besides, the response curves
for both servo and regulatory controls are revealed in the
figure columns, which reflect that the recommended PI
controller tunings have given the decayed response in the
three-element control loop.

D. Controller Settings
PI controller tuning for all methods are illustrated in

Table II. For the manual tuning, all the single, cascade
and three-element (manual tuning) were calculated by using
IMC tuning method. The single loop has only have one unit
PI controller setting, whereas, the cascade loop has two PI
controller settings. Moreover, the three-element control loop
has encounted Γ as another additional composition of the
tuning factor. On the other hand, PI controllers for both
three-element GA and PSO were obtained by operating
the simulation analysis supported by Three-element GUI
Toolbox, which has been described in previous section.

E. Description of the Performance Indexes
Fig. 5 shows the performance indexes or integral er-

ror measurements in the SIMULINK environment of the
MATLAB software. For the single loop, we develop a
similar diagram by ignoring the secondary loop and feedfor-
ward function. For the cascade loop, we develop a similar
diagram but excluded the feedforward function. For the
three-element control loop, we develop an exactly similar
diagram of this figure to measure the integral errors. The
obtained performance indexes for PI controller tuning of all
control loops are tabulated in Table III, where the relative
performance indexes of IAE, ISE, and ITAE are mainly
compared between three-element loops with the non-three-
element loops.

As noted in the previous section, the smaller deviated
net area gives lesser integral error values, which means
a stronger tendency of process variables to abide by the
setpoint in a shortened period. Therefore, the better perfor-
mance of the control system. IAE measures absolute error
of area, ISE measures large overshoots and ITAE measures
consistency of control performance within a period. In
comparing single and cascade loops, this is found that the
single loop has performed better for the setpoint condition
as it has lower integral errors (IAE and ISE). Three-element
(manual tuning) is applied to further improve outlet and
inlet disturbances with lower outlet and inlet disturbances
(for all IAE, ISE and ITAE), nevertheless still has degraded
setpoint due to the complexity of the control loops. In opti-
mizing the control loops, the GA and PSO are applied. The
applied Γ (refer to (22)) in the multi-objective optimization
analysis recommended the proper settings for improving the
control of disturbances. Total IAE, ISE and ITAE values for
all three-element loops are calculated (recorded to Table III,
column 6 onwards). Ultimately, the total IAE, ISE and ITAE
among three-element are compared and explained.

GA achieved improvements on 13% for IAE, 11.38%
for ISE and 16.84% for ITAE measurements. Whereas,
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TABLE I. Single, Cascade and Three-element Control Loop Models

Control Loop Secondary Loop Model Primary Loop Model Outlet Disturbance Model

Single Loop N/A 0.036e−1.002s

s N/A
Cascade Loop 0.268e−0.114s

0.257s+1
0.037e−0.944s

s N/A
Three-element Loop 0.268e−0.114s

0.257s+1
0.037e−0.944s

s
−0.137e−0.615s

s

Figure 4. Three-element Optimization GUI Toolbox

TABLE II. Proportional-Integral Parameters Tuning for Single, Cascade and Three-element Control Loops

Control Tunings Secondary Loop Primary Loop ratio
Kc2, % τi2, s Kc1, % τi2, s Γ

Single Loop - - 11.6 7.34 0
Cascade Loop 8.09 3.54 6.54 9.02 0
Three-element (manual tuning) 4.27 8.2 13.67 8.16 1
Three-element with Γ (PSO) 1.83 7.61 27.53 10.65 1.091
Three-element with Γ (GA) 4.17 6.76 13.77 8.574 1.263
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Figure 5. Simulink Diagram for the Integral Error Measurement of Three-element loop

TABLE III. The Integral Error Measurement and the Percentage Improvements of the Optimization Analysis

Control Loop Setpoint (Water Level) Outlet Dist. (Steam) Inlet Dist. (Feedwater)
IAE ISE ITAE IAE ISE ITAE IAE ISE ITAE

Single Loop 4.286 2.15 65.3 2.382 0.468 40.38 4.28 2.51 65.32
Cascade Loop 8.55 4.06 177.5 2.37 0.223 58.76 4.278 1.476 77.07
Three-element (manual tuning) 6.803 3.316 124.7 1.648 0.111 39.4 2.37 0.38 55.44
Three-element with Γ (PSO) 5.99 3.09 101.7 2.022 0.184 46.34 3.313 0.795 63.32
Three-element with Γ (GA) 5.955 2.967 101.9 1.397 0.07 34.84 2.64 0.599 48.53
Manual tunings
(Setpoint + outlet disturbance)

Total IAE Total ISE Total ITAE
8.451 3.427 164.1

GA
(Setpoint + outlet disturbance) 7.352 3.037 136.74

Improvement:
GA vs. manual tuning (%) 13.00% 11.38% 16.84%

PSO
(Setpoint + outlet disturbance)

Total IAE Total ISE Total ITAE
8.012 3.274 148.04

Improvement:
PSO vs. manual tuning (%) 5.19% 4.46% 9.79%

PSO improved respective IAE, ISE and ITAE with 5.19%,
4.46% and 9.79%, as compared with the three-element
manual tuning. Moreover, the results reflect that the GA
optimization in overall has more significantly improved the
absolute error, large overshoot and consistency of control
performance as compared with manual tunings .

F. Description of Curve Responses
Simulation analysis for servo and regulatory controls

were performed with the same parameter settings, where
the relative responses were compared. For the servo control,
the water level was set between 1 – 3 meters in height. For
regulatory controls, the feedwater inlet was set between 175

- 225 psi, whereas the steam outlet rate was set between
5000 – 7500 lbs/hr. The overall curve responses are shown
in Fig. 6.

The graph depicts that the single loop tuning has
resulted in significant overshoots and settling time. The
curve response due to load swings of the feedwater inlet
was improved by applying the cascade control algorithm.
However, the cascade algorithm corresponds to the largest
overshoots on the load swings of the steam outlet. To
mitigate this issue, incorporating a feedforward algorithm to
the control operations is essential and the improved control
performance for disturbance steam outlet is shown by the
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Figure 6. Curve Response of Single, Cascade and Three-element Loops

curve’s response to the purple line. Besides, the multi-
objective optimization analysis for the three-element loop
was performed by using GA and PSO, respectively giving
responses in green and red lines of Fig. 6. Both the GA and
PSO produced the better curve responses particularly for
disturbances on the steam outlet and feedwater inlet. Among
both optimization analyses, GA provides PI controller set-
tings to yield better curve responses, which means more
controllable for servo and regulatory controls. as compared
with PSO. Therefore, GA is more adaptable to the three-
element control loop.

5. Conclusion
The research paper is essentially to denote that the

applied optimization analysis has significantly improved the
control performance for both servo and regulatory control
objectives based on the findings of the case study. The
analysis applied the boiler’s water level function as the servo
control, whereas the regulatory control has been imposed to
the feedwater inlet and steam outlet function by changing
the loads. The process and disturbance models of the Steam
boiler drum function from the LOOP-PRO simulator have
been used to calculate PI controller setting for manual
tunings and optimization analysis. Manual tunings applied
formulas to gain controller setting, whereas, optimization
analysis to simulate an developed three-element based GUI
toolbox for obtaining controller settings. For that, the de-
termined UL and LL were applied.

In the integral error measurement, the multi-objective

optimization analysis obtained smaller error values as com-
pared with manual tunings. In particular, GA shows higher
controllability with the least integral errors among all the
applied methods. On the other hand, the curve response
shows that the tuning of three-element loop produced less
overshoots and faster settling time as compared to the single
and cascade loops. In particular, the simulation analysis also
shows that the GA with Γ provided the fairest performance
in reacting to the load swings of the steam outlet. More-
over, the research has successfully demonstrated the bound
settings for the optimization analysis and determining the
PI controller settings with Γ to enhance the effective control
of three-element loop.

Nevertheless, the limitation of this research is lacked
of physical facility to demonstrate optimization analysis
to the real three-element process control. This research
actually could be extended to real-time processes, whereby
the MATLAB software is connected to the physical process
and periodically performs the multi-objective optimization
analysis while gaining process data from the physical pro-
cesses. The recommended PID controller settings from the
multi-objective optimization are to be instantly applied, in
reacting to unexpected changes to the control loops.
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