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Abstract: The Quality of Experience (QoE) metric is used as a direct evaluation of customers’ experiences in video streaming diffusion,
which is very important for network management, especially for the optimization and the improvement of the network. Hence, it is
important to continuously quantify the perceived QoE of streaming video clients to minimize the QoE degradation. Nevertheless, the
continuous evaluation of the perceived quality is challenging since it is defined by complex dynamic interactions between the QoE
influencing factors. Thus, in this work, a new Deep Incremental Support Vector Machine (ISVM) QoE assessment model is developed
that integrates deep learning techniques and a multiclass ISVM. The deep learning layer is employed to extract deep features which
have discriminative power and lead to performance improvement. ISVM algorithm aims to manage non-stationary and massive amounts
of data in real-time scenarios. Experiments are carried out on a real-world public datasets. The results demonstrate that our approach
outperforms state-of-the-art approaches for evaluating QoE.

Keywords: Quality of experience, Deep Learning, Online Learning, Incremental Support Vector Machine, Video Streaming
service.

1. Introduction
In recent years, Video streaming is becoming a popular

Internet usage scenario, accounting for more than 80% of
the Internet traffic [1]. Controlling the video quality of
experience (QoE), which is employed as a real evaluation
of clients’ experiences in mobile video diffusion, gives
application providers such as YouTube and Netflix, a deep
insight into the quality of their network services for video
transmission. Specifically, real-time assessment of video
QoE allows network providers to dynamically improve their
network capacity provisioning and traffic routing techniques
[2].
In literature, many researchers have studied the video
streaming QoE [3] [4] [5]. Yet, measuring, modeling, and
predicting video streaming QoE are still challenging tasks.
Video streaming QoE is affected by multiple intertwined
factors, also known as Influence Factors (IFs), and they can
be divided into three groups: system IFs, context IFs, and
human IFs [6]. Traditional IF modeling approaches con-
centrate on system parameters including the Peak Signal-
to-Noise Ratio (PSNR) [7]. These approaches have increas-
ingly been supplanted by methods that rely on context IFs
[8] and human IFs [9] since they are unable to adequately
evaluate human perceptual involvement.
To quantify the two categories of IFs mentioned above in
conditions where human cognition is not fully understood,

there are two major categories for the prediction of the
QoE: subjective methods and objective methods. Subjec-
tive models were offered as ways for directly measuring
customer QoE by requesting evaluation scores from clients
in a completely controlled environment [10]. Objective
models are based on comparing methodologies to predict
the perceived quality and provide an interpretable score.
Subjective tests are used to confirm objective results.
Despite their high performance, these models have several
downsides and limits. For example, the subjective tests
are time and money consuming, making real-time QoE
measurement extremely challenging. Moreover, These tech-
niques rely mainly on hand-crafted characteristics and data
representations that are specific to a database. As a result,
they are difficult to apply directly to different contexts,
thus these methods frequently do not correspond to human
perception.
To fill this gap, this paper proposes an incremental deep
learning-based model, namely, Deep Incremental Support
Vector Machine (Deep ISVM) model, employed for video
streaming QoE prediction. Specifically, we have combined
two models.
First, we have a DeepQoE model used for the feature pre-
processing and the representation learning [11], which could
provide generalized features with a unified representation
that is unaffected by datasets of heterogeneous modalities,
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using deep learning techniques.
Second, we have an Incremental Support Vector Machine
(ISVM) employed for the real-time QoE assessment. This
model is constructed online using real-time customer feed-
back, thus there is no need for a dataset collected from
subjective studies to train our model. Moreover, it is un-
necessary to select particular users, as the services own
users are taken into account. Since service circumstances
change from one stream to another, the ISVM learns more
and becomes more complete, and its accuracy increases.
Furthermore, the proposed incremental model can adapt to
changes in the customer preferences and the introduction
of new environmental circumstances, for example, novel
content and novel terminal devices.
The rest of the paper is organized as follows: Section II
includes related works. Section III presents the Deep ISVM
method in detail. Section IV describes the experimental re-
sults. Section V concludes and discusses the future direction
of this work.

2. Related works
The main existing research works dealing with the pre-

diction of video streaming QoE and based on machine/deep
learning techniques, can be categorized into two types:
batch learning based models and incremental learning based
models. We briefly discuss these two categories in this
section.

A. Batch learning based models
In literature, many researchers have employed ML meth-

ods for the perception of users’ QoE. For instance, the
authors of [12] present a survey of ML strategies employed
in the automatic identification of relation between Quality
of Service (QoS) metrics and QoE values, such as random
forest model (RF), SVM model, naı̈ve Bayes model, and
K-nearest neighbors model. Moreover, the study of [13]
proposes a video streaming QoE assessment model using
various regression methods, including ridge and lasso re-
gression, as well as ensemble approaches, including RF,
gradient boosting (GB), and extra trees (ET). Also, authors
in [14] introduced a framework for predicting video QoE
using Optimized Learning Models based on Multi-Feature
Fusion (MFF) (OLMs). The OLMs are an optimized neural
network algorithms built to estimate user experience. Be-
sides, a transfer learning-based ML model is presented in
the work of [15] for the video QoE estimation, which stacks
the predictions of a generic pre-trained model with a specific
trained model, to enhance the global accuracy. Authors
have used the XGBoost (XGB) and Neural Network (NN)
methods at both the source and target domains.
Despite the potential for applying traditional ML techniques
in the perception of user QoE, these models require manual
intervention for expert feature engineering, which is costly
in terms of time, and they are almost not reusable because
wireless network conditions change rapidly.
To overcome these problems, recently, Deep Learning (DL)
approaches have been widely used by researchers for build-
ing autonomous models for the estimation of the QoE.

For example, authors in [16] present a video streaming
QoE estimation method, employing the Long Short Term
Memory (LSTM) approach. Also, the study of [17] builds
a hybrid deep learning model for medical video QoE esti-
mation, based on the combination of the Long Short Term
Memory (LSTM) technique and the boosting ensemble
learning method. Furthermore, authors in [18] developed
a framework made up of a Convolutional Neural Network
(CNN) and an LSTM networks. In [11], a DeepQoE frame-
work for user video streaming assessment is presented. This
framework is built on a mix of DL approaches including
word embedding, 3D CNN and representation learning.
All the models stated above are batch learning models.
These methods are learned using expensive subjective stud-
ies, which are composed of static, uniformly distributed,
and labeled training examples. Yet, dynamic changes in the
external environment of the real world require models that
are capable of continuous learn and memorize. Additionally,
batch learning techniques build new models from scratch
rather than continuously incorporating new data into previ-
ously trained models. This not only wastes time but also
results in out-of-date patterns.

B. Incremental learning based models
The incremental learning technique has multiple advan-

tages in building an accurate QoE model, which can be
summed up in the following key points:

• Efficiency in time complexity: processing one sample
at a time is significantly more efficient and more prac-
tical than batch learning algorithms. These latters rely
on iterative optimization techniques. Therefore, they
perform the same computation over all the training
set for many iterations.

• Efficiency in space memory: Online learning im-
proves space memory efficiency by updating their
hypothesis about the unknown rule based solely on
the old hypothesis and recent examples. As a result,
storing the whole collection of examples is avoided.

• Handling large amounts of data: by learning recent
knowledge of the data and avoiding storage of all
trained samples, this help online learning to handle
large amounts of data, as opposed to batch learning
algorithms which are forced to delete trained models
to learn new ones.

• Provide real-time results: online learning provides
real-time results, which aim to react instantaneously
to optimize parameters as soon as possible. This
important feature of incremental learning is becoming
a key area of data mining research since various
applications demand such processing.

• Solve complex problems: online learning algorithms
minimize the worst-case mistake bound while batch
algorithms generally minimize the loss of training
samples.
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• Solve Single Sample Size (SSS) problem: sample size
tends to be the dominant limitation of batch learning.
Although some amount of information is available
in online learning, This latter can achieve compara-
ble performance to the more complex optimal batch
methods.

For video streaming QoE assessment, only few researchers
have adopted incremental learning techniques. We will
mention two of them.
In the study of [19], an online QoE prediction method
based on Hoeffding Trees is presented. Four variants of
this approach are employed, namely, Standard Hoeffding
Trees (HT), HT with Naive Bayes (NB), HT with adaptive
NB and Hoeffding Option Trees with NB and adaptive
approach (HOTNBAdaptive). This method produces good
performance in terms of accuracy and strong flexibility
to concept drift in the database. Yet, the proposed model
is based on a decision tree model, thus its performance
decreases when handling large and complex datasets.
The authors in [20] proposed a stacked multiclass incre-
mental support vector machine in the online prediction of
QoE for video streaming services. The experimental results
demonstrated that this method has good performance. Al-
though this model has high performance, there remains the
problem of human intervention in feature extraction and
preprocessing.
Thus, in this paper, we develop a new deep incremental
method for video streaming QoE prediction. The deep
learning model is used to minimize as far as possible hand-
crafted features and dataset-specific representation, and the
ISVM model, as an incremental model, is employed for
handling streams of data. In fact, many other learning
techniques have been reviewed and changed into incre-
mental methods, which can learn over time. The ISVM-
based methods are said to have a number of desirable
properties, making them an interesting tool for dealing
with incrementally acquired data. For example, when we
employ ISVM-based methods, the training phase scales
using a few numbers of support vectors rather than the
complete data examples. Besides, authors in [21] prove
that the ISVM model gives the best accuracy compared to
the rest incremental models, such as the Online Random
Forest (ORF), Learn++ and Incremental Learning Vector
Quantization (ILVQ), etc...

3. Proposed Deep ISVM model for QoE assessment
In this section, we present our proposed Deep Incre-

mental Support Vector Machine (Deep ISVM) model used
for video streaming QoE assessment. For that reason, first,
we describe the feature preprocessing and representation
learning steps using a deep learning model. After that, we
provide a detailed explication of the multi class incremental
SVM model used for the online QoE estimation. Finally,
the suggested deep incremental QoE prediction approach is
described using a flowchart.

A. DeepQoE model
The Deep QoE framework is presented mainly for

avoiding the over-reliance on particular dataset extracting
features and for managing heterogeneous QoE IFs in terms
of data types, modality, and representation. As is mentioned
in figure 1, the proposed framework is composed of three
parts.
In the first phase, convolutional neural network (CNN)
models are used to extract features from various datasets.
More specifically, the input data are divided based on its
category as follows:

• Videos are converted into vectors using a Convolu-
tional 3D (C3D) model [22], which is pre-trained with
Sport-1M data.

• Textual data are interpreted using a Global Vec-
tors (GloVe) model [23], pre-trained with Wikipedia
database.

• Categorical data are handled using an embedding
layer.

• Continuous values are processed using a dense layer.

The Deep Neural Network (DNN) model is used in the
second phase to provide a representation for the DeepQoE
framework as inputs that is independent of specific feature
types or databases. Therefore, the outputs of the first phase
are flattened to create a single 1-dimensional feature vector.
After that, this vector will be connected to successive fully
connected layers. Furthermore, the dropout approach [24]
is used on fully connected layers to avoid overfitting.
In the last phase, the outputs of the DNN model are sent to
a MLP network, which can be employed for classification
or regression operations as follow:
For classification, the decision function is given by the
equation below:

Ypred = Fs(Wx + b). (1)

With Fs denoting the softmax activation function, Ypred is
the predicted class, The weight matrix is denoted by W, and
the bias is denoted by b. As a loss function, a cross-entropy
function is employed.
For regression, the final QoE values are given by the
equation below:

Ypred = Fl(Wx + b). (2)

Where Fl represents the linear activation function, Y pred
represents the predicted QoE value, W represents the weight
matrix, and b represents the bias. A Mean Squared Error
(MSE) loss function is used.
In our study, we have employed this model only for
feature preprocessing and representation learning. The QoE
prediction will be performed by the ISVM model.
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Figure 1. DeepQoE framework architecture [11]

B. Incremental Classification
In this part, we begin by presenting the classical batch

SVM technique, since it is the basis of the employed incre-
mental SVM model. The ISVM method is then thoroughly
described using mathematical formulations and schematic
depictions, which will be used for video streaming QoE
perception.

1) Batch SVM model
Let X = {(x1, y1), (x2, y2), ..., (xN , yN)} be the training

dataset of N examples, where xi = {QoE IFs} ∈ Rk(k ≥
1), i = 1, ...,N are the QoE IFs, yi = QoEscores ∈ R ∈
{1, 2, 3, 4, 5} and k denoted the input feature vectors size.
Batch SVM is a binary supervised model that aims to
build an optimal hyper-plane that best separates the tags by
maximizing the margins from both tags [25]. To construct
this hyper-plane, the quadratic problem shown below should
be resolved.

0 < αi < C
min

: W =
1
2

∑
i, j

αiQi jα j −
∑

i

αi + b
∑

i

yiαi. (3)

With αi denoting the Lagrange multipliers, b denotes the
offset, Qi j = yiy jK(xi, x j),K(xi, x j) is the kernel function
and C is a parameter which controls the loss function.
After resolving this problem, the classification of any test
point can be determined by the following equation:

f (x) =
N∑

i=1

yiαiK(xi, x) + b. (4)

Yet, in a real-time context, the batch SVM shows several
challenges as well as significant performance loss, where
the whole dataset is not available at the beginning of the
learning process, as data are gathered sequentially. Further-

more, this approach necessitates a considerable amount of
storage space and increases training time, particularly for
big datasets. Therefore, an incremental learning technique
is crucial.

2) The Incremental SVM model
Our purpose is to convert the classical batch SVM

model into an incremental one. Thus, when novel data
is introduced, we can add it to an existing optimal solu-
tion that retains the previous knowledge, without the need
of retraining the whole dataset [26]. More precisely, the
Lagrange multipliers must be adjusted, while conserving
the Karush-Kuhn-Tucker (KKT ) conditions on all already
collected examples.
1) KKT condition:
The saddle point of the problem given by Eq. 1 is provided
by the KKT conditions as:

gi =
∂W
∂αi
=
∑

j

Qi jα j + yib − 1. (5)

∂W
∂b
=
∑

j

y jα j = 0. (6)

The KKT conditions divide the database (D) into three
subsets:

• The subset S represents support vectors (gi = 0, 0 <
αi < C).

• The subset E denotes error vectors (gi < 0, αi = C).

• The subset R denotes non-support vectors (gi >
0, αi = 0).

2) Adiabatic increments:
To keep the KKT conditions in equilibrium, we can repre-
sent them differently in the following equations.

∆gi = Qic∆αc +
∑
j∈S

Qi j∆α j + yi∆b ∀i ∈ D ∪ {c}. (7)

0 = yc∆αc +
∑
j∈S

y j∆α j. (8)

With αc denoting the coefficient that will be incremented.
The following are the equations:

Q.
[
∆b
∆αS

]
= −

[
yc

QS ,c

]
∆αc. (9)

With Q =
[

0 yT
S

yS QS

]
.

Where ∆αS represents a vector holding the corresponding
∆αi : i ∈ S (α), QS denotes a kernel matrix holding S s and
QS ,c represents a kernels vector between S s and xc.
As a result, in equilibrium

∆b = β∆αc. (10)
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∆α j = β j∆αc ∀ j ∈ D. (11)

β coefficients are computed as follows:[
β
βS

]
= −R.

[
yc

QS ,c

]
. (12)

In which R = Q−1 and β j ≡ 0 ∀ j < S .

∆gi = γi∆αc ∀i ∈ D ∪ {c}. (13)

Where
γi = Qic +

∑
j∈S Qi jβ j + yiβ, γi = 0 ,∀i ∈ S .

3) The resulting updates:
For the ISVM approach, a novel input xc should be inserted
in one of the three subsets mentioned above according to
the values of gc and αc. The Woodbury Formula states that
if a variable xc is classified as in support vector subcategory,
the R matrix expands to:

R←
[
R 0
0 0

]
+

1
γc

 ββS
1

 . [β βS 1
]
. (14)

Using the same formula as xk leaves S , the R matrix is
contracted recursively as follows:

Ri j ← Ri j − R−1
kk RikRk j ∀i, j ∈ S ; i, j , k. (15)

Thanks to the two previous formulas, the complexity of
the incremental SVM method is converted from O(n3) to
O(ns2), in which n represents the number of training data
points and ns is the number of support vectors.
To recapitulate, Algorithm 1 contains the ISVM model’s
pseudo-code.
We keep moving parameters consecutively until the KKT

Algorithm 1 Incremental SVM model algorithm: high-level
summary.

1: Read example xc, yc
2: Calculate R, and employ it to find β and γ using Eqs.

(8)-(11)
3: Set αc and ∆αc = 0
4: Compute gc using Eq. (3)
5: while gc < 0 and αc < C do
6: if gc = 0 then
7: Add xc to S and equilibrium is reached
8: Set αc = ∆αc
9: Update (αi)i=1...n

10: Update R according to (12)
11: end if
12: if gc < 0 then
13: Add xc to E and equilibrium has been attained
14: Set αc = c
15: end if
16: Update the subsets S , E, and R
17: Update R recursively according to Eqs. (12)-(13).
18: end while

conditions are satisfied, and we reach equilibrium. The
main purpose is to achieve the highest feasible increase
αc, while preserving the subsets’ decomposition. During
the updating operation, we must consider the migration
of certain components from one subset to another. This is
referred to as adiabatic increments [26].

C. Deep Incremental SVM model algorithm
Our proposed Deep ISVM model is the outcome of a

combination of two powerful models as is shown in the
following flowchart presented in Figure 2:

In the training process, the output of the DNN model
will serve as input for the incremental SVM model. Thus,
the ISVM will be trained with DeepQoE features instead
of original features. As we classify data into five classes,
following the protocol of ACR recommendation in ITU-
T P.910 [27], we have extended the binary ISVM to a
multiclass model using the One-against-all method. As a
result, 5 binary one-versus-all ISVM classifiers are built.
The output class is that of the classifier with the highest
output value before thresholding.

4. EXPERIMENTAL RESULTS
For highlighting the prominence of the suggested Deep

ISVM model for video streaming QoE prediction in real-
time contexts, several experiments are carried out. The
employed datasets are introduced first. Then, the experi-
mental protocol is presented in detail. Finally, we conduct
an analysis of the obtained results.

A. Dataset used
To evaluate the Deep ISVM model we have employed

three publicly available datasets. Their specifics are detailed
as follows:
Poqemon Database 1: This dataset contains 300 samples
covering 7 QoE IFs, which is constructed on the basis
of a controlled laboratory testbed. The employed videos
have different types and complexities. 62 testers participated
in the test step, which are researchers and students from
several fields ranging in age from 20 to 37 years and having
little or no expertise with video evaluation experiments. The
QoE scores collected in this dataset represent the single
rating score provided by the user, which lies between [1,
5]. The lower the score value, the lower the video quality.
The dataset contains five distinct categories of features,
which are listed below:

• The video content feature: Text information

• The bandwidth feature : Categorical information

• The packet-loss feature: Categorical information

• The delay feature: Continuous values

• The jitter feature: Continuous values

1https://github.com/Lamyne/Poqemon-QoE-Dataset
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Figure 2. DeepISVM framework architecture
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LIVE-Netflix Video Database [28]: Compared to the
existing datasets, the mentioned dataset can be employed
for real-time context. In particular, for video streaming
scenarios, as it incorporates networking data including
rebuffering and compression. The dataset comprises 14
distinct categories of videos (action, comedy, anime, etc.)
with 1080P as resolution. The videos are treated to 8 distinct
playout patterns, which include dynamically varying H.264
compression rates, re-buffering events, and a combination
of both at 24, 25, and 30 fps. As a result, 112 videos
are produced. 55 testers participated in the test step using
mobile devices and they provide continuous and retrospec-
tive QoE scores. In this study, we have used only the 112
retrospective scores. The subjective QoE scores values lie
between [-2.28, 1.53]. The dataset includes five features of
different types as detailed below:

• The objective video quality assessment (VQA) fea-
ture: Continuous values

• The re-buffering duration feature: Continuous values

• The re-buffering times feature: Categorical informa-
tion

• The memory feature: Continuous values

• The impairment duration feature: Continuous values

LFOVIA Database [29]: The dataset comprises 36 distinct
video sequences of 120 seconds duration, derived from 18
reference videos. Videos are of FHD and UHD resolutions.
The dataset comprises a different variety of content in-
cluding nature, wildlife, outdoor, and marine. Training and
testing processes are carried out on this dataset using the
same manner as detailed in [16]. As a result, there are 36
train-test subsets, where 25 of the 36 videos are used to
train our model for every test video. The QoE scores lie
between 0 and 100. The lower the score value, the lower
the video quality.
From the dataset features, three features of different types
are employed, as detailed below:

• The Short Time Subjective Quality (STSQ) feature:
Continuous values

• The Playback Indicator (PI) feature: Categorical in-
formation

• The Time elapsed since last Rebuffering (TR): fea-
ture: Continuous values

B. Experimental protocol
The performance of the proposed video streaming QoE

estimation approach is evaluated in two phases:
First, to demonstrate the advantage of using deep features
rather than original dataset features, we perform a compar-
ison between several ML techniques when using original
dataset features, and the same ML techniques when using

TABLE I. Mapping between Continuous rating scores and Discrete
rating scores.

Continuous rating score Discrete rating score
−2.28 <= & < −1.51 1
−1.51 <= & < −0.75 2
−0.75 <= & < 0 3
0 <= & < 0.76 4
0.76 <= & <= 1.53 5

representations derived from DeepQoE part.
Second, to highlight the benefit of the proposed deep
ISVM method over batch single and ensemble learning
approaches, we compare our model to various relevant
approaches.
The same features databases and experimental settings are
used to evaluate these classifiers. The radial basis kernel
was employed for kernelization by SVM and ISVM based
models. This kernel is defined as k(xi, x j) = e−∥xi−x j∥

2/σ, with
σ denoting a positive ”width” parameter.
We used the 10-fold cross-validation technique to ensure
that the outcomes are premeditated and unbiased [30]. More
precisely, we randomly split the original database into 10
subsets. This way, a single subset is retained for testing,
and the rest are employed as training data. Finally, the
global accuracy is calculated by averaging the ten obtained
accuracies.
Moreover, we used the Accuracy and the F1-Score as
measures of a classifier’s performance. The Accuracy is the
percentage of correct results that a classifier has achieved
out of the total number of observations in the dataset. The
F1-Score is defined as a harmonic mean of the precision
and recall scores, where the precision denotes the success
for a situation deemed as positive and the recall denotes
how successful positive situations have been assessed.

C. Implementation details
In this section, we describe the evaluation procedure of

each dataset. We then present evaluation results.

1) LIVE-Netflix Video Dataset
In this experiment, we have used the LIVE-Netflix

database for the classification task, hence the data rating
scores are converted from the provided form (lie between
[-2.28, 1.53]) to 5 equal groups laying from 1 to 5 as
mentioned in the Table 1.

As we have only a small number of examples, we
average over 1000 trials to achieve consistent results. In
each trial, 112 randomly selected rating scores are divided
into 80% for the training process and 20% for the test
process.
During the training process of our DeepISVM model, the
VQA feature is transformed into a 20-dimensional vector
after a linear layer. The re-buffering duration feature is
converted to a 5-dimensional vector after a linear layer.
The memory feature and the impairment feature are mapped
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TABLE II. Mapping between Continuous rating scores and Discrete
rating scores.

Continuous rating score Discrete rating score
0 <= & < 20 1
20 <= & < 40 2
40 <= & < 60 3
60 <= & < 80 4
80 <= & <= 100 5

to a 10-dimensional vector. Finally, the re-buffering times
feature is converted to a 5-dimensional vector after an
embedding layer.
Concatenation of the obtained feature vectors results
in one feature vector that will be used as input for the
second phase, which is composed of 3 successive fully
connected layers. Dropout is used to avoid overfitting, with
a value of 0.5.

2) Poqemon Dataset
In the first step, the video content characteristic (spec-

ified by words) is converted to a 50-dimensional vector
using a pre-trained GloVe method. The delay feature and
the jitter feature are converted to a 10-dimensional vector
after a linear layer. Finally, the bandwidth and the packet-
loss features are converted to a 5-dimensional vector after
an embedding layer.
One feature vector is created by concatenating the acquired
feature vectors that will be used as input for the second
phase, which is composed of three consecutive fully con-
nected layers. Dropout is also used with this dataset, with
a ratio of 0.5.

3) LFOVIA Database
We have employed the LFOVIA database for the clas-

sification task, hence the data rating scores are converted
from the provided form (lie between [0, 100]) to 5 equal
groups laying from 1 to 5 as mentioned in the Table 2.

During the training process of our DeepISVM model,
the STSQ feature is transformed into a 20-dimensional
vector after a linear layer. The playback indicator feature
is converted to a 5-dimensional vector after an embedding
layer. Finally, the time elapsed since last rebuffering feature
is converted to a 20-dimensional vector after a linear layer.
The obtained feature vectors are concatenated to form a
single feature vector that will serve as input for the second
phase, which is composed of 3 successive fully connected
layers. Dropout is used to avoid overfitting, with a value of
0.5.

D. Results and discussion
This section presents the result of the experimental

comparisons and evaluations that we conducted, in order to
highlight the superiority of our deep incremental learning
model over other well-known learning methods, using three
datasets.

Figure 3. Performance comparison for the Poqemon dataset between
employing the original features and employing deep features derived
from the Deep QoE model.

Figure 4. Performance comparison for the LIVE-Netflix Video
dataset between employing the original features and employing deep
features derived from the Deep QoE model.

Figure 5. Performance comparison for the LFOVIA Video dataset
between employing the original features and employing deep fea-
tures derived from the Deep QoE model.

First, to evaluate the effectiveness of using the deep
learning part for the feature extraction and representation
in our DeepISVM model, we compare the performance of
several models using original features and deep features,
separately. As we can see from Figure 3, Figure 4, and
Figure 5 the accuracy of all algorithms is improved by
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using deep features. That was expected given that the
DeepQoE part takes advantage of the pre-trained models
to overcome the dataset size constraint. This demonstrates
the effectiveness of deep learning model’s representation.

We evaluate the effectiveness of the suggested method by

Figure 6. Performance comparison of different deep learning meth-
ods for Poqemon dataset.

Figure 7. Performance comparison of different deep learning meth-
ods for LIVE-Netflix Video dataset

Figure 8. Performance comparison of different deep learning meth-
ods for LFOVIA Video dataset

comparing the DeepISVM classifier with five other learning
models. As we can see in Figures 6, 7, and 8, our proposed

model produces superior outputs in terms of accuracy and
F1-Score measures when employing the Poqemon dataset
and LFOVIA dataset. Also, with the LIVE-Netflix Video
Dataset, our model outperforms all models except the Deep
Random Forest (DRF) model. This exception is because
of the small dataset size (112 rating scores). Therefore,
the DRF model can give better results by taking advantage
of the ensemble learning process. But with the growth of
datasets, the complexity of the models will also grow, which
causes a decrease in the performance of models based on
the decision tree model (Random Forest, AdaBoost). In
contrast, thanks to the use of the ISVM model for the
QoE prediction in our framework, the proposed model is
not affected by the growth of databases, as data are trained
incrementally. So, the margins are adjusted and improperly
classified examples may be inserted into the support vector
subset. As a result, each choice made for new information
will be employed incrementally to update and enhance the
ISVM classifier’s preceding result. Furthermore, because
the support vectors are assessed incrementally, multi-class
ISVM provides a cleaner solution. As can be observed
from Table 3 and Table 4, the execution time and the model
size of our DeepISVM model is slightly high compared
to the Deep QoE model. This was expected because we
have added an incremental layer to the existing Deep QoE
architecture for the estimation of the video streaming QoE,
which results in a complexity overhead. On the other hand,
the proposed model has higher training speed compared to
the other deep batch classifiers. That is because the ISVM
model is capable of receiving and integrating new examples
without having to retrain the dataset from scratch. More
specifically, unlike the complexity of the SVM, which is
equal to O(n3), where n represents the number of samples
used for training, the incremental SVM complexity is
O(ns2), where ns denotes the number of support vectors and
ns ≤ n. This is made possible by utilizing the Woodbery
formula to recalculate the gradient, β and γ, and to perform
matrix vector multiplication and recursive updates of the
matrix R (section 3.2), which has a dimension equal to the
number of support vectors ns. As a result, the execution
time required for updating R is quadratic in the number of
support vectors. In contrast, when using batch models the
whole training procedure should be repeated.

5. Conclusion
We have suggested a new deep incremental SVM

method for the online prediction of the QoE of video
streaming services. The presented model is built on the
combination of a Deep QoE layer for the features pre-
processing and representation, and an ISVM model for the
online prediction of the QoE score. As a result, a powerful
deep incremental model is constructed.
We performed rigorous comparative experimental evalua-
tions on three datasets, where we compared our proposed
method against several machine/deep learning models in
terms of precision and complexity.
The evaluation outputs show the superiority of the Deep-
ISVM model. In fact, the proposed approach inherits the
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TABLE III. Average execution time in millisecond (ms) of Deep ISVM vs other deep learning models.

Machine learning model LIVE-Netflix Video Poqemon LFOVIA
Deep ISVM 25.68 39.42 43.33
Deep QoE [11] 25.5 39.25 43.02
Deep Adaboost 201.89 403.56 620.23
Deep Random forest 43.29 64.33 79.89
Deep SVM 28.76 43.8 49.28
Deep Naı̈ve Bayes 27.1 41.12 44.11

TABLE IV. The model size in kilobyte (kB) of Deep ISVM vs other machine learning models.

Machine learning model LIVE-Netflix Video Poqemon LFOVIA
Deep ISVM 30.02 39.87 38.26
Deep QoE [11] 29.15 38.45 37.16
Deep Adaboost 64.04 79.33 72.37
Deep Random forest 39,76 50.83 47.77
Deep SVM 6094,67 322.46 225.8
Deep Naı̈ve Bayes 58.53 60.01 59.39

benefits of employing a DeepQoE framework and an incre-
mental learning process.
In future work, we will add the C3D pre-trained method to
extract deep video characteristics which have discriminative
power and lead to performance improvement.
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