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Abstract: Receipt digitization carries numerous advantages over traditional paper receipts in terms of preservation. Saving images
of receipts is a method of digitizing receipts, but managing (sorting, searching, editing, deleting, adding annotations) them is rather
tedious. This paper analyzes current receipt managing applications in the market, and their approach in digitizing receipts. Other
researchers’ methods were also analyzed, and a pipeline to achieve receipt digitization is deduced. With a pipeline of various
methods in each step, the strengths and flaws of each method were addressed. Improvements to those methods and to the overall
usability of a receipt management system were proposed. The proposed methods were then developed into a usable product
application.
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1. INTRODUCTION
The preservation of paper documents by storing and

managing them is a common practice albeit being te-
dious. This is no exception to receipts, where they are
being printed abundantly every day even though they
could be generated and sent electronically. By the small
and disposable nature of receipts, storing or managing
them is a hassle, despite carrying essential information.
This issue is exacerbated by the low quality of paper
receipts, making them unfit for long-term storage in the
first place. The fading of ink, smudging of the paper
and wrinkles will cause potential loss of information on
the receipt. Following the same direction as e-books,
archiving receipts digitally is a solution to those issues.
Not only can they be stored indefinitely, managing them
is made simpler, and various insights can be produced
from the receipt data too. This benefits everyone from
individuals to companies, for many different purposes
such as budgeting, tax filing or consumer behavior analy-
sis [1]. With the Optical Character Recognition (OCR)
technology becoming more accessible and accurate, it
can be applied for digitizing receipts while requiring
minimal human intervention for tasks like data entry.
This paper aims to investigate existing receipt digitizing
applications in the market and the methods to produce
those applications. Based on the results from the investi-
gation, the best approach is used to develop a standalone
receipt management system with built-in OCR, informa-
tion extraction and abbreviation disambiguation features
for the automation of receipt saving. The application
is developed purely on Python programming language
and can be deployed on any machine that is capable
of running Python. The management component of this
application includes searching, adding, deleting, sorting,

and editing of receipts. The receipt data is saved locally
on the machine, in a JSON file.

OCR is responsible for converting the text in images
into digital text. Information extraction utilizes the digital
texts and their corresponding coordinates to classify the
text into fields like address, phone number, item names,
prices, and dates. Lastly, abbreviation disambiguation is
applied for unrecognizable item names, where they are
queried in a search engine, and the results are saved to
be used during searching.

The receipt management applications present in the
current market have several fatal flaws. While some of
them implement OCR to extract words from receipt
images, their capability to classify them into fields is
limited. Their field classification only extends to basic
fields like address, total and date. To overcome this
limitation, some applications just provide empty fields for
users to manually input their receipt information. This
demonstrates the inability of those applications to fully
utilize OCR for field classification. In fact, no applications
provided a field for individual item names and prices. Ab-
breviation disambiguation is naturally required with the
inclusion of item names as a receipt field, because their
names are printed in short due to the lack of horizontal
receipt space. Since users do not typically remember short
form item names, such a feature facilitates the searching
of specific items within a plethora of saved receipts. The
features included in this application will address and fill
the gaps of existing applications.

This application is developed purely in the Python
programming language. The tools used for each step in
the application pipeline is specified. The graphical user
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interface (GUI) is built using the Tkinter library. For
image manipulation purposes as the preprocessing step,
OpenCV and Pillow libraries are used. Google libraries
are used to connect the application to the Google OCR
engine API and Search Engine Results Page (SERP) API.
From the OCR engine output, calculations involving the
coordinates of texts use the Shapely library and Regex
library is used to classify the text into receipt fields.
For abbreviation disambiguation, before sending the item
names to the SERP API as a query, the words are checked
if they exist in the English dictionary using the Enchant
library.

The development of this application benefits several
parties, from general users to company employees. Being
a general purpose receipt manager, it expedites any pro-
cess of financing activities that require the use of receipts,
especially with the abbreviation disambiguation feature.
Meanwhile, features like OCR and information extraction
are to speed up the uploading of a new receipt itself.

2. BACKGROUND
This chapter analyses current findings surrounding

the pipeline of a receipt scanner application: optical
character recognition (OCR), information extraction and
abbreviation disambiguation. Firstly, evaluation is done
on existing applications with similar concepts, where
OCR is utilized on receipts. Then, possible methods and
tools to produce each component from the pipeline are
researched. Problems that may arise during the pipeline
are also addressed with potential solutions. The feasibility
of those solutions being implemented in this application
are analyzed as well. Through such analysis, the know-
ledge gaps in this field can be identified which justifies
the rationale of this application.

A. Existing Applications
Six receipt scanning applications from the Google

Play Store were evaluated: Foreceipt - Receipt Scanner &
Expense Tracker Cloud [2], Expensify - Expense Reports
[3], Receipt Scanner: Easy Expense [4], Veryfi Receipts
OCR Expenses [5], Dext Invoice Expense Reports [6],
and Receipt Scanner Expense Tracker by Saldo Apps [7].
While the optical character recognition (OCR) features
of all the applications were accurate on average, each of
them has different information extraction capabilities. The
information which are automatically extracted from each
application are summarized in the following table:

Fields that are provided but require users to manually
input are not included in the table. Veryfi had the most
extensive information extraction capabilities, with the
most number of fields being automatically filled.

However, none of these applications have automa-
tically extracted individual item names and prices, nor
provided a field for them. This is a fatal flaw in a receipt
management system because it does not satisfy an expec-
ted use case using item prices from past receipts for price
comparison. Unless the user knows the specific date or
store name, an impractical solution is by viewing a receipt
image (a feature available in all evaluated applications)
then searching for the item name and repeating until the
item is found. This application provides a more ideal

process. After uploading receipt images and saving them
as receipt entries, the user can search for a particular
receipt entry by an item name, select the receipt, then
indicate the price of the item within the receipt entry.
Although the exact methods of each application in extrac-
ting information are not shared publicly, their features and
shortcomings serve as a benchmark for this application.

B. Receipt Scanning Pipeline
The receipt scanning pipeline is discussed in 3 se-

parate sections: Optical Character Recognition (OCR),
Information Extraction and Abbreviation Disambiguation
(AD). Methodology proposed and experimented by past
research are presented and compared in appropriate secti-
ons. Tools and issues related to each section are addressed
as well. Basic components of a receipt management sys-
tem like receipt entry saving, editing, searching, deletion
and viewing are not included in this section.

1) Optical Character Recognition (OCR)
Optical Character Recognition (OCR) is used to ex-

tract texts from receipt images. Although an OCR can
be built from scratch [8], the simpler and more practical
approach is by using a pre-trained OCR engine. Google
Cloud Vision (GCV) [9], [10], [11], [12] and Tesseract
[13], [14], [15], [16] are two of the most prominent OCR
engines implemented on receipts. Tesseract is a free open
source engine whereas GCV provides a limited number
of calls for free. According to an evaluation done by [17],
GCV achieved a higher text detection accuracy on scan-
ned documents compared to Tesseract. Similarly, GCV
had a higher character accuracy on business documents
than Tesseract, as presented by [18]:

Figure 1. Comparison of GCV and Tesseract character accuracy
[18]

This may be due to Tesseract’s strict requirement
of a minimum 300 dpi image and heavy reliance on
preprocessing to improve the clarity of image before input
(tesseract-ocr, n.d.).

Since there are many factors affecting the clarity of
receipt images (e.g. thin fonts, lighting, image resolution,
folds, wrinkles, smudges, faded inks), the images have to
undergo preprocessing to improve OCR accuracy. Albeit
proposed by different authors, the preprocessing steps of
document images/scanning generally share the following
stages and flow:
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Tabelle I. Information extraction capabilities of different applications

Foreceipt Expensify Easy Expense Veryfi Dext Saldo Apps
Date ✓ ✓ ✓ ✓ ✓ ✓
Time ✓

Store name ✓ ✓ ✓ ✓ ✓
Address

Item names
Tax ✓ ✓ ✓
Tip ✓

Subtotal ✓
Total ✓ ✓ ✓ ✓ ✓ ✓

Figure 2. Preprocessing pipeline

Background removal eliminates irrelevant objects
which may be picked up as characters by the OCR
engine. Deskewing ensures that the words in the receipt
are in the correct orientation. Both of these steps can
either be done manually by the user, or an algorithm.
The Canny edge detection algorithm removes noise using
Gaussian filtering, then calculates the gradient intensity
of every pixel for comparison with neighboring pixels. A
large difference in gradient intensity indicates a potential
edge. Based on the gradient value in the double-threshold
detection, the real edge is determined if it exceeds the
threshold [19]. This algorithm is typically followed by
Hough transform for deskewing. The shape of a receipt
is passed as a parameter, and lines in the image that
match the shape are iteratively searched for [20]. From
a successful iteration, the angle of rotation of shape is
obtained. Using that information, the image is rotated so
the words are perfectly upright. The image size after back-
ground removal may decrease which indirectly speeds up
the OCR process [15].

Each OCR engine has their own minimum image size:
300 dots-per-inch (dpi) for Tesseract [21] and 1024x768
pixels for GCV [22]/ During rescaling, the image is
resized to the minimum recommended size if it is below
that, while maintaining its aspect ratio. Optionally, images
with extremely large resolution can shrinked to speed up
the OCR process. While the process of image resizing is
straightforward, a suitable algorithm must be chosen to
preserve the image quality, so no information is lost.

Contrasting, grey-scaling and binarization are stages
used to increase the clarity of receipt texts in different
lighting conditions. Contrasting brightens the lighter re-
gions, and darkens the darker regions, facilitating the
differentiation between the receipt paper and ink. Grey-
scaling is an intermediate stage between contrasting and
binarization. Grey-scaling eliminates harsh colour varia-
tions produced by contrasting. It improves the efficiency
of binarization in terms of speed and output quality [8].

Binarization or thresholding converts the image to
black and white. A pixel is converted to white if the

pixel value is above the algorithm-produced threshold
or converted to black if the pixel value is below the
threshold. The three types of thresholding algorithms are
simple, adaptive, and Otsu’s thresholding. Although some
OCR engines like Tesseract have built-in Otsu threshol-
ding, thorough preprocessing is still recommended. Sim-
ple thresholding uses a global threshold value chosen by
the user, while adaptive thresholding calculates different
threshold values for different areas of the pictures. On
the other hand, Otsu’s thresholding automatically obtains
the most suitable global threshold value to separate the
background and foreground [23]. The choice of algorithm
is situational, but the fact that lighting conditions within
a receipt tend to vary, has to be considered.

There are three processes within the noise removal
stage: dilation, erosion, and blurring. Dilation thickens
the fonts on receipts, while erosion makes them thinner.
These processes are essential to separate characters that
are too close together, or to identify glitchy fonts due
to improper printing [24]. Noises are very detrimental to
the accuracy of OCR on receipts because they may be
detected as a symbol. Hence, denoising using Gaussian
blurring or median blurring are applied.

An image of a long receipt will naturally have small
fonts. Instead of enlarging the image during preproces-
sing, separating the receipt into multiple images can pre-
serve the clarity of receipt. They can then be recombined
in the image stitching stage.

Depending on the accuracy of the OCR engine used,
some preprocessing stages can be skipped or the order
of executing them may be different. This is to prevent
the image from being over-processed, causing the loss of
important information. The algorithm used at each stage
must be carefully selected, to strike a balance between
image quality, OCR accuracy, processing time and power,
while accommodating various image conditions. For si-
milar reasons, the parameters for each algorithm must be
optimally tuned as well.

To compare the OCR accuracy between Tesseract
(Tes) and GCV, three receipts have been selected. The
receipts are manually cropped and deskewed, then they
are all preprocessed with the same algorithm. The raw
and preprocessed versions of the receipts are input into
both engines and their accuracies are tabulated. The
metric used is Levenshtein distance which counts the total
transformation needed for the tested output to mimic the
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ground truth. Types of transformations include deletion,
insertion and substitution and each transformation has a
weight of [25]. Higher number of total transformations
indicates a higher degree of inaccurate OCR detection.
The Levenshtein distance by comparing each engine
output and each image type to the ground truth is:

Tabelle II. Total Levenshtein distance of Tesseract and GCV

Receipts Normal Wrinkled Smudged

Tes without preprocessing 245 429 163
Tes with preprocessing 196 120 252

GCV without preprocessing 15 16 5
GCV with preprocessing 29 28 94

Figure 3. Normal receipt

Figure 4. Preprocessed normal receipt

Figure 5. Smudged receipt

Figure 6. Preprocessed smudged receipt

Figure 7. Wrinkled receipt

Figure 8. Preprocessed wrinkled receipt

On average, the best performing engine is GCV wi-
thout any preprocessing. GCV performs better without
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preprocessing because GCV does its own preprocessing
internally [26]. Performing preprocessing multiple times
on an image may erase important information. On the
other hand, the only preprocessing done by Tesseract is
Otsu’s thresholding [21]. Tesseract performs better with
preprocessing than without, but its accuracy still lacks
behind GCV. For all cases, the ECE % of preprocessed
images are higher than their raw versions. This is due to
the preprocessing algorithm failing to completely elimi-
nate the speckles and noises on receipts. Hence, they are
incorrectly recognized as characters by the OCR engines.
For preprocessed images with edges present between the
receipt paper and the background, Tesseract recognized
them as random characters.

As a cloud API, GCR naturally requires an inter-
net connection and a longer time to produce an output
compared to the offline engine, Tesseract. Although the
formatting of words is not considered as any error, the
formatting of Tesseract was better than GCV. Correct
formatting is essential for the information extraction step.
Tesseract’s outputs were perfectly arranged into lines,
whereas GCV struggled to do so in cases where there
were multiple ‘columns’. Such cases are common in the
item names and price section of receipts. Therefore, to
implement GCV, a separate algorithm has to be deployed
to rearrange the detected words as presented in the receipt.

2) Information Extraction
Information extraction is a unique problem for struc-

tured documents such as receipts. Texts extracted using
an OCR engine may contain noise and lack any meaning
or context. Therefore, an algorithm is required to extract
relevant information based on the specific application.
Proposed algorithms can be categorized into rule-based
or machine learning.

Templating, proposed by [15] is an example of a
rule-based system. Based on the receipt layout structure
from each store, a template containing individual field
coordinates and their relative positions is saved. To predict
fields on a new receipt from a known store, the length and
height ratio of each field in the overall receipt from the
template is used. Because the receipt structures are known
beforehand, these rules can be as specific as possible,
so high accuracy of field extraction is easily achieved.
However, scalability is an issue because not all receipts
have the same structure. So, this method would not work
if the system encountered a never-before-seen receipt as
the template does not exist in the database.

Albeit different names, Convolutional Universal Text
Information Extractor (CUTIE) [27], Skip-Rect Embed-
ding (SRE) [28] and Chargrid [29] are machine lear-
ning models which share a similar concept, where the
relationship of spatial information and textual formats
are utilized. These models first derive spatial information
of each word using their bounding boxes, or by map-
ping them onto a grid. The words are encoded (using
Char2Vec, Word2vec or one-hot encoding) along with
their spatial information then input into a Convolutional
Neural Network. The final step is decoding, where the
output are all the words being categorized as a receipt
field. BERTgrid, proposed by [30], improved these mo-

dels by passing the words through a language model to
obtain their contextualized vectors before continuing the
similar encoding-decoding pipeline. Another variation of
such model is BIO tagging. All the words present in the
receipt are serialized into traditional text formatting, to
preserve their contextual information [31]. The words are
then tagged with their line-group embedding, coordinates
and positions for encoding.

A machine learning model using a Graph Convolution
Network (GCN) was proposed as well [32]. All the words
in the receipt are first categorized as boolean features
based on their potential fields: dates, known cities, known
countries, or zip codes. They are also categorized based
on their attributes: only contains numbers, only contains
alphabets, contains alphabets and numbers, contains deci-
mal point, or any combination. All the words are encoded,
and the relative distance of every word to the nearest
word in four directions (top, bottom, left, right) is also
calculated. To model the graph, the nodes represent each
word, and the edges represent their relative positions.
Instead of connecting all the words to each other, only
the nearest words in four directions are connected because
it is less computationally expensive. Then, the graph is
passed into a GCN where the output are nodes being
classified as receipt fields.

The major advantage to machine learning approaches
is being able to extract information from any generic
receipts but deploying them involves multiple layers of
complexity. It requires a large dataset of receipts during
training and testing, but even then, the accuracy is not
guaranteed as it depends on how well-designed and tuned
the machine learning algorithm is.

[33] has done extensive comparison of these machine
learning and rule-based algorithms:

Figure 9. Accuracy comparison of different models in field
extraction [33]

Oracle represents the accuracy of an error-prone OCR
output with perfect field extractions, compared to an
errorless OCR field extraction. This is used to measure
the percentage of incorrect field extractions caused by
OCR errors. Surprisingly, rule-based models achieved the
highest accuracy in extracting all the fields except tax
rate and vendor. The machine learning algorithms yielded
poor accuracies despite being trained with 790 receipts.
This disputes the effectiveness of deploying a machine
learning algorithm for information extraction purposes.
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3) Abbreviation Disambiguation (AD)
To conserve horizontal space in a receipt, item na-

mes are sometimes abbreviated. Therefore, abbreviation
disambiguation (AD) is a necessary feature for this appli-
cation as users rarely remember the exact item names as
printed on receipts. [34] addressed this issue by matching
short form names with their long form counterparts using
a dictionary, given that the naming conventions of stores
are known. [35] tackles AD with a rather unconventional
yet complicated approach. It attempts to generate a digital
receipt on the online store, which mimics the purchases
made on the physical receipt. Then, using web scraping,
the item names on the physical receipt are matched with
the item names in the digital receipt for AD.

Although aimed for text-dense documents, the
acronym disambiguation approach proposed by [36] has
potential. A dictionary is created by scraping multiple
websites which are dense in acronyms and their corre-
sponding long forms (e.g. arXiv, Reddit, Wikipedia). With
such a large dictionary and ambiguity, it is inevitable that
many different long forms can be obtained from a single
acronym. To better understand the context of the text, a
supervised model is trained by inputting the whole text
and the target acronym position. Then, the most probable
long forms are obtained as the output.

[37] proposed two machine learning models for AD
in medical texts: Support Vector Machines (SVM) and
Convolution Neural Network (CNN). For training, both
models use part-of-speech (POS) embeddings, and en-
coded words as their features; the SVM model encodes
words using one-hot encoding while the CNN uses spe-
cifically trained word embeddings. A feature unique to
the SVM model is the previous and next three words of
an abbreviation. Meanwhile, other features of the CNN
model include positional and section embeddings.

Some approaches reviewed may not be feasible in
generic receipt parsing due to these factors:

• Local dictionaries do not work on receipts by a
never-before-seen store. For example, an abbrevia-
tion dictionary for store A will only work for store
A but not on any other stores.

• Heterogenous item naming conventions. There is
not one universal convention shared between diffe-
rent stores.

• Lack of receipt item abbreviation and long form
databases for training.

• The store generating physical receipts does not
have an online store, making it hard to find online
generated versions of the receipt.

• Words in receipts do not obey grammatical rules,
making POS tagging feature unusable.

3. DECISION OF ALGORITHM
Many state-of-art approaches involved in the receipt

scanning pipeline are reviewed. They provide a guideline
for the choice of algorithms or models implemented in

this application. The ultimate goal is to propose an ap-
proach which capitalizes on the benefits while mitigating
the drawbacks as much as possible. There are many
factors in the receipt pipeline that have to be considered
when proposing an approach: the initial receipt condition,
the lighting of receipt image, the effectiveness of pre-
processing algorithms, the OCR engine, and finally the
information extraction and abbreviation disambiguation
algorithm deployed. These factors may be the bottlenecks
of the system if algorithms are not carefully selected and
implemented.

Possible modifications on the reviewed algorithms are
proposed for improvements and specialization in the use
case of this application. This application emphasizes on
the use of OCR to minimize human intervention in di-
gitizing receipts, making accuracy an important element.
Thus, referring to the accuracy comparisons in Table b,
GCV is selected to be applied on minimally preprocessed
images. Likewise, the selection of information extraction
algorithm is based on the accuracy comparison in Figure
9. Being the algorithm with the most promising accuracy,
a generic rule-based algorithm is implemented to extract
information from a variety of receipts.

Because AD is context-dependent, there is no defini-
tive solution proposed that can be directly implemented
into this application. Despite that, the web-scraping ap-
proach by [36] is modified to be specialized for receipt
item names. Since AD in receipts is only used in the
search function, the disambiguated words are not visible
or displayed to the user. As a back-end function, the
ability to successfully retrieve potentially relevant (and
irrelevant) receipts based on the searched term is prioriti-
zed, rather than not yielding any results when the searched
term is completely relevant. In other words, the extent of
irrelevant long form words associated with a receipt is
forgiving.

After detecting item names in the information ex-
traction stage, each word is checked with an English
dictionary. If the word does not exist in the dictionary, it
is automatically input into a Search Engine Results Page
(SERP) API. The modification lies in utilizing SERP API
to selectively scrape a search engine results only when it
is needed, instead of scraping multiple predefined web
pages to obtain a large dictionary. This approach exploits
the wide scope of search engines along with their efficient
autocorrect features, and result relevancy rankings. With
the wide-spread accessibility of internet connection in
devices, the requirement of internet connection for GCV
OCR API and SERP API would not pose issues.

4. IMPLEMENTATION
This chapter discusses how each component of this

application is implemented in terms of code. The com-
ponents include image processing, OCR, information ex-
traction, abbreviation disambiguation, and database.

A. Image Processing
Since GCV has achieved a higher accuracy without

preprocessing, only the first three stages in the proposed
preprocessing pipeline are implemented as recommended
on GCV’s documentation [22].
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The first and second preprocessing steps, rotating and
cropping, are achieved through the GUI which is based
on the judgement of the user. The user is allowed to
flip (horizontally and vertically) using the buttons and
rotate the image using the scale provided. It is followed
by image cropping where the user is required to move the
sizable red rectangle to crop out the receipt background.
The rotating and cropping of image are shown in Figure
10 and Figure 11 respectively:

Figure 10. Rotate image

Figure 11. Crop image

The relative coordinates of the rectangles in the GUI
canvas are converted into actual coordinates (on original
image) by calculating the ratio of the original image
resolution to the canvas image resolution, which are then
used for cropping on the original image. The date and
time when the new receipt image is saved, is used as
a unique identifier. With the GCV documentation listing
the minimum image size as 1024 x 764 pixels, images
smaller than that are enlarged accordingly.

B. Optical Character Recognition (OCR)
Since it is not practical to design and train an OCR

model from scratch, a pre-trained OCR engine is selected.
The engine selected in this application is GCV, which is
built on the Tensorflow framework [38]. The API returns a
dictionary containing the detected text and the coordinates

of each detected character, word, block, paragraph, and
page.

As highlighted before, the text from GCV is not
completely organized. An image snippet in Figure 12 and
the corresponding GCV output in Figure 13 demonstrates
that.

Figure 12. Receipt image snippet

Figure 13. GCV output snippet

To solve this, an algorithm using the coordinates of
each word is designed as illustrated in Figure 14. For each
word, a line (red) is defined from the centre of the word to
the midpoint of the top left and bottom left coordinates.
Then, the line (red) is extrapolated from the centre of
the word to the left edge of the receipt image. Another
line (blue) from the word’s top right and bottom right
coordinate is defined. The shortest intersection between
the blue and red line indicates that the two words are side
to side with each other.

Figure 14. Algorithm to reorganise GCV output

C. Information Extraction
The receipt phone number, date and time are extracted

purely by regular expression (regex) pattern matching.
The address uses regex too but with a database of places
in Malaysia. If the word ‘Malaysia’ is not found, the regex
searches for a match with a database of Malaysian states
and if it is not found, the regex searches for a match with a
database of Malaysian cities. If a match is found, the line
of where the word is found is the last line of the address.
If the last line lies in the top half of the receipt, the first
line of address is the first line of the whole receipt. If the
last line lies at the bottom half of the receipt, the first line
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of the address is the first line of the ‘block’ (containing
the last line) defined by the GCV output. The full address
is all the words from the first to the last line, but any lines
that overlap with the phone number’s line, date’s line or
time’s line are skipped.

In the first step to identify prices, the maximum price
is searched using regex, where the value is the highest, it
lies at the bottom right quadrant of the receipt, and the
last digit is a zero (final prices are always rounded up to
the nearest tenth in Malaysia). The leftmost x-coordinate
of the maximum price is used as a threshold line (blue)
to avoid misidentifying quantities and item ids as prices.
The x-coordinate is further reduced by 20% of the image
width as a margin of error in case the receipt is not
perfectly upright.

Figure 15. Algorithm to detect prices

Any price detected by regex that falls beyond the
threshold (pink) line becomes an item price, and the
words to its left is the item name. To handle cases where
an item occupies more than one line, by default, items
without any price directly to their right, belong to the
nearest price at the top right. To check if an item belongs
to the bottom right price, the application searches for a
potential price header. If there is a gap between the header
line and the first price line, items that do not have prices
to their right belong to the closest bottom right price.

1) Information Extraction Accuracy Testing
The metric proposed by [33] is used for information

extraction accuracy calculation. The accuracy of OCR
is not included in this section as it has been addressed
in section 2.3.1. It should be noted that the sample size
is small (17 receipts) and testing on more receipts with
different types of structure is required to better reflect
the information extraction accuracy. For all fields except
price and items, their accuracies are binary: 1 if it matches
the ground truth, 0 otherwise. The individual accuracies
for prices and items are calculated in such manner:

total correct prices
total prices in ground truth . The accuracies from each receipt
and fields are then averaged and tabulated:

Tabelle III. Average Field Extraction Accuracy

Fields Accuracy (%)
Address 88.235

Phone number 61.538
Date 88.235
Time 100.00
Price 96.172
Item 80.756

The time field has the highest accuracy due to its
unique formatting using colons, making it easily reco-
gnizable. With similar reasons, the date field has a high
accuracy because of its distinct separators like dashes and
forward slashes. Address field has a high accuracy too,
given that the user follows the guideline provided during
cropping. The phone number field has the lowest accuracy
as there is a large variety of phone number formats in
Malaysia. The application had difficulty in differentiating
between phone numbers and long number strings such
as item ids and service tax ids. The price field accuracy
depends on the recognition of prices and the correct
number of total prices detected. In contrast, the item field
requires the item names and their corresponding prices
to be correct, which explains the accuracy gap between
the item field and price field. The dynamic formatting
of item names in receipts further reduced the item field
accuracy. Item names which occupy more than one line is
the major cause of the ambiguity of whether they belong
to the price above or below them.

D. Abbreviation Disambiguation (AD)
For each word in item names that is not found in the

English (Enchant library) dictionary, the word is passed
to the SERP API. The title, link, and snippet of the first
5 search results are appended to the full text of receipt
(only used for searching).

5. DISCUSSION
With the consideration that the extracting capabilities

are not 100 percent accurate at all times, the final app-
lication allows users to edit the prefilled receipt entries.
While the OCR, information extraction and abbreviation
disambiguation accuracies are satisfactory, there is big
room for improvement. The field extraction rules im-
plemented in the final application do not encompass all
types of receipts. Namely, localized rules such as currency
name, phone numbers and addresses. More research into
engines specifically trained for receipts can be done.
Possibly, the engine can carry out OCR and information
extraction simultaneously. Although this recommended
approach was proven unsuccessful, the use of different
models can be explored. Such exploration is beneficial
as an alternative for the rigid rule-based field extraction.
Meanwhile, the abbreviation disambiguation feature is a
hit or miss as it relies on the search engine and its results
ranking. Irrelevant words may also be associated with a
receipt because of inaccurate search results.
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