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Abstract: Artificial intelligence has a tremendous potential to reinforce and revolutionize law enforcement. By automating the
tedious and time-consuming tasks of data collection and analysis, AI can help police departments become more effective. In this
paper, we provide an overview of possible deep learning models that can be utilized by law enforcement to reconstruct the suspect’s
face, through generating real and sketch facial portraits. To accomplish this, we collect four types of data from the crime scene,
handwritten text and audio from an officer’s note, images from a smartphone, and video from a surveillance camera. Then, employ
two pre-trained models: ABM-CNN for attribute multi-label classification and Google Speech API for speech-to-text conversion.
In addition, we train three other models, the first of which, a handwritten model trained on the IAM Handwriting dataset, reads
and digitizes handwritten notes with an accuracy of 76%, outperforming state-of-the-art results. Second, we train YoloV5 with
the Wider Face dataset to detect one or multiple faces on images or videos with an average precision of 93%, a recall of 90%,
and a precision of 88%. In the third model, we adapt the Zero-Shot Text-to-Image Generation technology to generate real faces
and sketch. Our resulting model outperforms existing models from literature regards to high-quality, and the training reach a loss of 37.4%.

Keywords: Portrait Generation, Text-to-image Synthesis, Deep Learning, Handwritten OCR, YOLOv5, Face Detection.

1. INTRODUCTION
Face-matching, facial composites are a common tool

used by detectives in complex cases, police officers attempt
to find out the person involved, by using all possible infor-
mation obtained from a crime scene, provided by multiple
sources, to find the suspect’s identity or to reconstruct his
face [1][2]. The resulting image, the sketch, is circulated
among members of the police force or in media outlets such
as television, newspapers, and social media to identify the
suspect, locate him, or provide a lead in the investigation.

Due to the increase in criminal activities, it is necessary
to keep up with the technological advancements, to be able
to reduce the scope of an investigation and increase the
efficiency. The use of deep learning and computer-aided
machine vision is an essential tool to help us reconstruct a
real portrait image [3].

There are four main sources of information’s capable
of identifying face suspects, the first one, is the notes taken
by a police officer, by asking questions on eyewitnesses [4],
to extract facial attributes of the offender, and the second
is videos from a close surveillance camera, the third is
by taking a photo from people close the crime scene, the

last source is an audio description from an eyewitness. To
generate a complete portrait of the offender, we must have at
least, one source of information that we already mentioned.

Identifying and generating a face requires training a
system on the facial characteristics that make each person
unique. The smile, the presence of a beard and black hair,
the wearing of scarf or a necklace, and so on are all ex-
amples of facial features that are intuitive semantic aspects
that characterize the visual properties of face pictures that
humans can perceive [5][6].

In our work, we are going to focus on generating a com-
plete portrait, based on all possible information gathered
from the crime scene [7]. This information is collected from
different sources and has different formats: handwritten
notes, audio, images, and video as shown in Figure 1.
All data has to pass through a deep learning model to be
transformed on the clear text description, we use two pre-
trained models, one for image attribute classification model,
named Augmented Binary Multi-label CNN (ABM-CNN)
of our previous work [8], the second to transform audio
to text, taking benefits from the Google Speech API for
speech-to-text [9]. As for the other data type, we train two
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models, the first one for handwritten notes to transform it
into digital text, the second to detect faces on images, and
videos.

The output text description from the previous models
will be the input of the final model which will generate
facial images, real and sketch. Finally, to overcome the lack
of a facial dataset that regroups text description, real images,
and sketched images, we train the StyleGAN model that can
transform high-definition real images into a sketch [10].

The remainder of this paper is structured as follows: In
the second section, we discuss the background and recent
related works. The third section describes our research
methodology. Before concluding, the fourth section presents
our models’ implementation and discussions.

2. BACKGROUND AND RELATED WORKS
In this section, we give a general vision of the deep

learning models that we will use in our approach, and we go
through related works dealing with models of classification,
estimation, and generation.

A. Classification and estimation models
• Handwritten Text Recognition (HTR): also known

as text character recognition, is a type of computer
technology in which optically processed letters are
recognized and interpreted [11]. The fundamental
concept behind HTR is to turn any handwritten or
printed text into data files that can be manipulated
and read by machines. To digitize handwritten text,
we divide the giving sentence in word and focus our
model to predicting every word separately [12].

• Facial Attributes Classification (FAC): The most im-
portant aspect of FAC is its ability to predict several
facial characteristics, on the given image or face por-
trait. There are two basic approaches to face attribute
classification: local and global. Training a classifier
for diverse qualities using landmarks is the main
emphasis of local techniques. To extract a feature
representation that is not dependent on landmark
locations, global approaches focus on analysing the
entire facial image [13].

• Face detection (Yolov5): YOLOv5 (You Only Look
Once) is an object detection method that employs
deep learning. To recognize objects in a picture, it
uses a convolutional neural network that uses only
one type of neural network. The method has a high
degree of accuracy and may be used in real-time to
identify things. In comparison to previous object de-
tection algorithms, YOLOv5 has several advantages.
For instance, it is capable of accurately detecting a
large variety of items; it can also accomplish this
detection in real-time, making it ideal for use in self-
driving automobiles for example [14].

• Automatic Speech Recognition (ASR): is a method

for turning spoken words into text. ASR’s perfor-
mance has seen a significant boost thanks to the
advent of deep learning. So many companies are
already adopting ASR in their business strategies. The
main work of ASR technologies relay on evaluating
the vocal recordings from a speaker who reads text
or a series of distinct words and relate them to the
collection of texts.
Automatic voice recognition may be approached us-
ing Neural Networks, if their performance is enough.
Short-term units like isolated words and phonemes
were first categorized by the networks, which had a
restricted skill set. Over time, as the complexity of
neural networks like LSTM networks increased, the
performance of these networks also improved [15].

B. Text-to-image synthesis models
In recent years, the Generative Adversarial Network

(GAN) has emerged as among the most creative and produc-
tive deep learning approaches. GANs are neural networks
that combine a generator network with a discriminator net-
work. For starters, feeding a noise vector into a deep neural
network with numerous convolutional layers to produce
a picture, which then feeds an image generation neural
network with multiple convolutional layers to generate
an image. This image is then sent to a discriminator,
which must determine whether it originates either from
the generator or the actual dataset (the photos used for
training). Learned signals from this discriminator network
will be propagated throughout the model pipeline, which
will eventually be able to generate images that appear
extremely similar to the dataset [16]. This novelty led to
several other areas which were impossible before, one of
them is text-to-image synthesis.

H. Zhang et al have developed a system, named
Stacked Generative Adversarial Networks (Stack-GAN).
Stack-GAN is based on two stages of training; the first
stage generates low-resolution images using rudimentary
shapes and colors, and the second stage generates realistic
images of high quality using the results of the first stage and
text descriptions as inputs. The framework then employs a
conditioning augmentation strategy to degrade the results of
both stages [17][18].

Tao Xu et al present in their paper an Attentional
Generative Adversarial Network (Attn-GAN). There are
two primary parts in this framework: As a first step, the
attentional generative network uses text to generate pictures
with a poor resolution combined with the relevant text
vectors to create new visuals. Secondly, the Deep Atten-
tional Multimodal Similarity Model (DAMSM) provides an
additional fine-grained picture-text match to compensate the
training loss [19].

Ming-Tao et al develop a model named “Deep Fu-
sion Generative Adversarial Networks (DF-GAN)”. It is
a framework that uses three significant advancements to
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Figure 1. Type of information that can be collected from crime scene

overcome various challenges in text-to-image synthesis:
Synthesizing high-quality images with a single generator-
discriminator pair. As a result, for improved model stabi-
lization, we used several loss functions, but the best results
were produced using the hinge loss function and a one-stage
training backbone based by unconditional image creation.
This approach leverages deep text-image Fusion Blocks to
combine sentence captions with graphical representations
(DFBlock). Using Fusion Blocks, many affine Transfor-
mations and ReLU layers must be stacked to completely
support text information. According to this approach, the
gradient penalty takes matching into account and produces
just one output direction that used to increase the generator’s
ability to synthesizes realistic material without the need for
additional networks [20].

Lastly, Patashnik et al combine two existing models
StyleGAN and CLIP for Text-Driven Manipulation of Im-
agery (StyleCLIP). This model is inspired from the capacity
of StyleGAN to generate very realistic images; CLIP is used
to adjust an input latent vector in response to a user’s given
text prompts in an optimization strategy. As a result, the
model aims to provide a text-based interface for StyleGAN
picture editing that does not necessitate such a large amount
of time and effort to implement. In addition, it introduce
the text-guided latent manipulation step, to be inferred for
a given input picture using a latent mapper, which allows
for quicker and more stable text-based manipulation [21].

So far, all text-to-image syntheses were based only on
different GAN techniques, due to the absence of the fol-
lowing reasons in other approaches, no use of unsupervised
approaches, no use of optimization technics during training,
no model adaptation to new dataset and no generation of

new visual content [22]. However, Within the scope of this
study, we are going to make use of a two-stage, a model
base on an Quantized Variational Autoencoder in the first
stage, and a transformer in the second [23]. Which will
outperform GAN techniques, in terms of image quality and
generation details.

C. Datasets used in our experiments
To be able to generate a complete facial image, we

train several types of deep learning models, in addition,
we use different datasets to serve both for training and
testing. Table I. summarizes all these datasets, such as
CelebA, CelebA-HQ, Flickr-Faces-HQ, Wider Face, and
IAM Handwriting.

3. METHODOLOGY OF WORK
Our work concerns all types of data collected from the

crime scene to generate a complete portrait of the suspect;
Each type of data is fed and exploited into a specific deep
learning network, as shown in Figure 2.

Source 1 - Written notes: we use the HTR deep network
to transform handwritten characters to a digital text. We
ameliorate the Handwritten Text Recognition (HTR) model,
by adding some CNN layers trained on the IAM-HTR
dataset [29], then we use it on the text description.

Source 2 – Picture of the suspect: Here, we opt for an
attribute classification network. We choose to work with
the ABM-CNN approach for multi-purposes, like high-level
attributes classification and facial detection.

Source 3 – Video surveillance: In this case, we use a
Yolov5 network to detect the suspect face in the video, we
try to match it with our database, then we select a clean
image to pass it to the attribute classification network.

http:// journals.uob.edu.bh

http://journals.uob.edu.bh


946 Mohammed BERRAHAL, et al.: DL-based Generation of facial portraits from diverse data sources.

TABLE I. Summary of the Datasets used in our work.

Ref Dataset Informations The utility

[24] CelebA

Over 200K celebrity photos with 40
attribute annotations make up this
massive library of face characteristics.

Train attribute multi-label classification
model, to detect them on face images.

[25] CelebA-HQ

It contains over 30k images of a high
-resolution face with descriptive text,
for every image.

Face drawings and pictures can
be generated with the use of
text-to-image systems.

[26] Flickr-Faces-HQ

This dataset contains 15k images
high-quality PNG photos of
1024x1024 resolution, ranging
in age, race, backdrop color,
and text description.

Train the generator model.

[27] Wider Face
Face detection benchmark dataset,
with 32k images and labeled 393k

Train the Yolov5 model to detect
and crop faces from video.

[28] IAM Handwriting

It provides handwritten English text
forms that may be used to train
and test handwritten text recognizer
and to make writer identification
and verification tests.

Train a model capable of digitizing
handwritten text descriptions of a
potential suspect.

Source 4 – Speech Recognition Systems: Given the great
evolution in Speech recognition systems from the leading
companies in the market, we will try to use one of the
existing models, justifying our choice based on accurate
transcription services. To compare the three existing models
like Sphinx-4, Microsoft Speech API and Google Speech
API [30], G. Bohouta and V. Këpuska suggest utilizing a
variety of audio recordings and compute the word error rate
(WER) for each one of every service. The result of their
experiment shows that the WER of the three aforementioned
systems was acceptable; we find out that the Google API
is the best one. For this reason, we use Google API as our
Speech recognition model to transform audio information
given by eyewitnesses into text description.

4. MODELS IMPLEMENTATION AND DISCUSSION
A. Hardware characteristics

For the test of our models, we use high-performance
computing (HPC) infrastructure Cluster HPC-MARWAN:

• Compute Nodes: 2 * Intel Xeon Gold
6148(2.4GHz/20-core) / 192 GB RAM,

• GPU Node : 2 * NVIDIA P100 / 192 GB RAM,

• Storage Node: 2 * Intel Xeon Silver 4114(2.2GHz/20-
core)/18 * SATA 6 TB.

B. Handwritten text recognition model
Regarding the HTR technology to read the handwriting

from a notebook, the implementing technology uses 5 CNN

layers besides the input and output layers, the first layer is
a filter kernel followed by a convolutional layer and a batch
normalization layer, Finally, the non-linear RELU function
and pooling layer is applied. The output of the CNN model
has been directed towards 2 RNN (LSTM) layers, there
are 256 features every timestep in the feature sequence,
and the RNN uses this sequence to disseminate pertinent
information. The RNN output sequence is mapped to a ma-
trix of size 32×80. The last component is the Connectionist
Temporal Classification (CTC) loss and decoding layer, The
CTC calculates the loss value when training the NN with the
RNN output matrix and the text that represents the ground
truth. The CTC only receives the matrix during inference,
and it decodes it to produce the final text. Each of these
texts has a character limit of 32 characters (see Figure 3).

C. Text to face generation
Dataset preparation: We face in our work the problem

of lacking facial datasets that regroups text description, real
images, and sketched images. In order to resolve this issue,
we train a model based on StyleGAN [31] to transform real
images to sketches. We initialize two generators Gfrozen
and pre-trained weights from a generator on images from
the FFHQ source domain are used to train Gtrain. Gfrozen
remains fixed throughout the process. However, the G trains
are improved by optimization and an iterative layer-freezing
approach. To retain the common latent space, the G train
domain is moved according to a user-provided textual direc-
tion. We pass the multi-modal CelebA-HQ which contains
over 30k images of the high-resolution face (see Figure 4).
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Figure 2. Illustration of our methodology to generate portraits

Figure 3. Model Overview of Handwritten Text Recognition (HTR)

Figure 4. The setup we use to transform the real facial data to sketch
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The architecture of the model: in the generation part,
we choose the Zero-Shot Text-to-Image Generation based
on an autoencoder who proved his superiority from other
related work, in this area. We train it and adapt it to face
images and sketch datasets. The model Zero-Shot Text-to-
Image Generation consists of two-stage training Quantized
Variational Autoencoder (VQ-VAE) and an Autoregressive
transformer. The First Stage. it’s for compressing each 256
x 256 RGB picture into a 32 by 32 grid of image tokens,
each of which can have 8192 potential values, the model
trains a Quantized Variational Autoencoder (VQ-VAE). This
decreases the transformer’s context size by 192 without
sacrificing much visual quality as shown in Figure 5. In the
second stage, the text and picture tokens are concatenated,
and an autoregressive transformer is trained to represent the
joint distribution of the two sets of data.

The Model input x is sent through an encoder to generate
output; discrete latent variables ze(x) are then computed us-
ing a closest neighbor lookup Using the shared embedding
space e as stated in Equation 1, the decoder’s input is the
equivalent embedding vector ek as shown in Equation 2.
The posterior categorical distribution q(z|x) probabilities are
defined as one-hot as follows:

q(z = k|x) =
{

1 for k = armin j || ze(x) − e j ||,
0 otherwise, (1)

Where ze(x) is the output of the encoder network. We
think of this model as a VAE in which log p(x) and ELBO
can be constrained. A KL divergence constant equal to log
K is obtained from the proposal distribution q(z = k|x) by
defining a simple uniform prior over z. Equation 1 and
Equation 2 show how the representation is processed via
the discretization bottleneck before being mapped onto the
closest element of embedding e, as seen in the Figure 5.

zq(x) = ek,where k = argmin j || ze(x) − e j ||, (2)

5. EXPERIMENTAL RESULTS AND DISCUSSIONS
A. Handwritten text recognition model

Doubling the number of convolution layers allowed us
to improve accuracy compared to the old model [29], it
reaches an accuracy of 76% (2% more than the existing
model. As shown in Figure 6, training a larger network is
more efficient and quicker than training a smaller network.
The model is training in 60 epochs, which stagnates around
55 epochs, also we can notice a slight improvement in loss.
Our loss reaches 17%, while the loss from the state of art
is 18%.

B. The YoloV5 Model
It is trained on WIDER FACE a face detection bench-

mark dataset that contains over 32k images label 393k faces.
We split this dataset in our experiment as follows: 80% for
training and 20% for testing, and perform running during
150 epochs. As shown in Figure 7, the training process

gives good results, concerning training and validation (the
loss descends above 1.2%). In addition, the other metrics
also performs well, we get for the Mean Average precision
93%, 90% for the Recall, and 88% for the Precision with
an inference speed of 61 FPS.

C. Text-to-Face Model
To achieve the best performance, we test our model

under multiple circumstances, changing the following pa-
rameters: dataset, data quantity, and data quality; each train-
ing took approximately 7 days trained under 200 epochs.
Figure 8 presents four major model trainings; as we can see
in Figure 8 - (a), the lack of quality and quantity, which
leads to a blurry generation, does not respect the given
caption reaching the highest loss of 63.4%.

In the second training Figure 8 - (b), we augment the
quantity of data and keep the same quality of the image,
we saw some improvements, but it still does not give the
ideal generation, the loss reaches 56.2%. In the Figure 8 -
(c), we switch to another dataset with high-quality images
but low quantity data, the same problem arises here as in
Figure 8 - (b). The final test in Figure 8 - (d) is done
on CelebA-HQ with high quality and quantity images, we
obtain promising results, both in real and sketch images
reaching a loss of 37.61%. Through this testing, we learn
that we must prioritize the good quality images over the
quantity of data to achieve good results.

In our opinion, the model could be much accurate and
achieve better results if we feed it with more high-quality
images and descriptions. We put our two models of real
images and sketch in a series of generation testing, to
figure out how they react towards external descriptions of
different people. In Figure 9, we choose different genders
and skin colors; in this case, when it comes to accurately
creating high-quality photos while maintaining the integrity
of the text, both models perform admirably. Furthermore,
we observe that the model generates accurate images when
we consider all the 40 attributes provided by CelebA
datasets.

6. PROPOSED IMPLEMENTATION
We propose a strategy to implement our model, the

police officer collects text and audio from the eyewitness,
using just a dashboard on a laptop or smartphone and
an internet connection, the police officer could transform
audio to text by using google API. Then prompt the text
description of the suspect and send it to the datacenter. In
another hand, the server receives the text description and
passes it to the model to generate multi-faces and send it
to the dashboard officer. On the spot the officer shows all
virtual images to the eyewitness, the closest one will be
sent to the server, to retrieve attributes and then re-send to
the dashboard, the witness gives more detail to the police
officer, about the offender, and the police officer sends the
prompt text to the server, and so one of the manipulations is
repeated until the witness valid the portrait of the suspect,
see Figure 10.
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Figure 5. Model Overview of Quantized Variational Autoencoder (VQ-VAE)

Figure 6. Results of handwriting model training for both state of art
and ours result based on accuracy and loss

Figure 7. Results of YoloV5 face detection according to different
metrics

Figure 8. Training sample of the generator model under different circumstances
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Figure 9. Image generation based on text description from both real and sketch models

Figure 10. Proposed implementation

7. CONCLUSION
This work represents an overview of deep learning

models that can be of a great usefulness for law enforcement
to generate two types of facial portraits: real and sketch.
To this end, we collect four types of data from the crime
scene: handwritten text and audio from officer notes taken
according to an eyewitness, images from smartphones, and
video from the phones or surveillance cameras. Then, we
use two pre-trained models; the first one, ABM-CNN, is for
making attribute multi-label classification in order to get all
estimated attributes on given images; and the second model,
Google Speech API, is used to transform speech to text.

We also train three models: the first one, the handwritten
model, is trained on the IAM handwriting dataset, targeting
so to read notes and digitalizing the text; it reaches an
accuracy of 76%, outperforming state-of-the-art results. For
the second one, we train YoloV5 using Wider Face dataset,
to detect one or multiple faces within images or videos,
reaching a Mean Average precision of 93%, a Recall of
90%, and a Precision of 88%. In the third model, we adapt
Zero-Shot-Text-to-Image to generate faces by training it
over two stages; the first stage aims to train a Quantized
Variational Autoencoder (VQ-VAE), then the second stage
looks up to train an Autoregressive transformer.
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The obtained results with this model outperform those of
the existing models, and allows us generating accurate facial
images with a loss of 37.4%. The combination of all these
models together leads us to build a complete system that
can collect data, reformat it, find faces, estimate attributes,
then generate portraits.
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