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Abstract:The most common cause of dementia is Alzheimer’s disease(AD). Alzheimer’s disease has a slow rate of advancement,
which gives patients the chance to receive early treatment through regular testing. However, due to their high price and restricted
availability, current clinical diagnostic imaging techniques do not satisfy the specific needs for screening methods. AD ALERT aims
to address the problem by automating the detection of the Alzheimer’s with machine learning techniques. In this paper, the Magnetic
Resonance Image (MRI) data is extracted, and feature selection based on random forest is used to select top 30% important and useful
features among the total features for the analysis. The deep network models were proposed to classify the patients to AD using these
selected features based on random forest. The traditional classification techniques namely K Nearest Neighbour (K-NN), decision tree,
Stochastic Gradient Descent (SGD) , and Support Vector Classifier (SVC) were also implemented using the same feature selection
model to compare the performance of the deep network models. The deep network models proved to be outperforming the considered
model with an accuracy of 0.98%.
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1. INTRODUCTION
Alzheimer’s disease has become one of the world’s

main diseases, according to the World Health Organization
(WHO). Alzheimer’s disease affects people all around the
world in various ways. Dementia is estimated to grow to
82 million persons in 2030 and 152 million by 2050 [1].
Alzheimer’s disease is characterised by memory loss [2].
Patients eventually lose track of their personal information,
such as their name, age, and address [3].They even lose
track of their family members and relatives at some point.
Several investigations and assessments, such as physical and
neuro-biological exams, the Mini-Mental State Examination
(MMSE), and the patient’s thorough history, are required
for a proper diagnosis of Alzheimer’s disease (AD). Today,
doctors use brain MRI images to diagnose Alzheimer’s
disease. MRI or Magnetic Resonance Imaging is a tech-
nique of medical imaging used to produce images of the
physiological processes of the body. The data available in
the form of MRI can be processed to extract the specific
required data for the purpose of the experiment by using
image processing techniques and this extracted data can
then be used in order to analyze and generate the results.

Throughout the years, there has been various studies
and research surrounding Alzheimer’s Disease. Various
applications in the field of biomedical imaging have been
developed as a result of the same. Tools for brain image

analysis, brain extraction and a lot more are currently
available to us due to the advancement in the field of
biotechnology and related research [4], [5], [6], [7], [8].

In [9], Rajesh et. al. presents a strategy to detect and
extract brain tumour from patient’s MRI scan images of
the brain. A fully automatic segmentation of the brain in
MRI is represented in [10]. In [11], [12], [13] reviewed
various brain MRI segmentation methods covering various
modalities, methods for noise reduction during the process,
inhomogeneity correction and segmentation. This review
also mentions MRI segmentation as a challenging task
and highlights a need for research to improve accuracy,
precision, and speed of segmentation methods. It also
suggests the use of improved atlas-based[14] methods for
bringing improvements in the brain segmentation methods.
Improvement in the accuracy of the segmentations can
be achieved by selecting atlases from large databases is
mentioned in [15].

At the same time, machine learning algorithms and
models are also applied in AD classification[16]. Zhu et
al. shows a method for feature selection and classification
based on SVM in [17], [18]. A combination of Principal
component Analysis (PCA) for feature selection and Sup-
port vector machine Radial basis function (SVM-RBF) for
classification is presented in [19], [18]. Deep learning for
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the purpose of AD classi�cation has also been researched
upon. A deep Neural Network was designed to predict
mild cognitive impairment ( MCI) conversion to AD using
MRI data [20], [21]. An approach based on Stacked Auto-
Encoder( SAE) along with a multi-kernel SVM was also
studied and is presented in [22].In [23] hybrid Convolution
neural network ( CNN ), [24] generative adversarial learn-
ing, Fine tuned residual neural network (ResNet) [25] are
proposed.

In this paper, the data is con�gured and process per
the requirement and then implemented deep network clas-
si�cation techniques and also compare it with the existing
techniques like K-NN, decision tree, SGD and SVC clas-
si�ers to identify the di� erences in each of these methods.
Tools and Various standards used in this paper are:

� Neuroimaging Informatics Technology Initiative (
NIfTI ) is basically an open �le format used to store
brain image data using MR Imaging technology.

� FMRIB Software Library(FSL) has Brain Extraction
Tool(BET) to detecting and deleting non-brain tissue
from an input image [26], [27], [28].

� Statistical Parametric Mapping( SPM 12) is a voxel-
based approach, to identify specialized regions in
the brain and is the most common approach for
characterizing functional anatomy and disease related
changes [29].

Figure 1. AD ALERT block diagram

2. ResearchMethodology
The proposed system is divided into three major sec-

tions. Starting with the image acquisition and processing
section followed by the data processing section and �nally
the feature selection and classi�cation section.

The �rst section is the image processing section. It
consists of three sub sections – Image Acquisition, Pre-
processing and ROI Analysis. The second section presents
the extracted raw data processing, including – data cleaning,
missing value analysis and normalization of data. In the
�nal section, we perform comparative analysis of various
models for feature selection (importance determination) and
for the classi�cation model, an analysis on both traditional
and deep network models are presented. Each of these is
elaborated in the upcoming sections. The block diagram of
the proposed methodology is shown in Fig. 1.

A. Image Data Acquisition
Data used in the preparation of this paper were ob-

tained from the Alzheimer's Disease Neuroimaging Ini-
tiative (ADNI) database (adni.loni.usc.edu). The ADNI
was launched in 2003 as a public-private partnership, led
by Principal Investigator Michael W. Weiner, MD. The
primary goal of ADNI has been to test whether serial
MRI, positron emission tomography (PET), other biological
markers, and clinical and neuro psychological assessment
can be combined to measure the progression of mild
cognitive impairment (MCI) and early Alzheimer's disease
(AD). Table I shows the image data acquisition statistics

TABLE I. Image data acquisition statistic

Class Label Gender Age Range Percentage

CN Male 79 to 89 38%
Female 71 to 94 62%

AD Male 68 to 86 48.20%
Female 71 to 87 51.80%

– the gender-based age ranges and percentage of subjects
available. About 357 CN (Cognitive Normal) and 212
AD (Alzheimer's Dementia) MRI scans were taken into
consideration for the analysis of this paper.

B. Pre-processing
1) Skull Stripping

Skull stripping is the process of removing non-brain
tissues from the image �les that are available and is a very
vital step in the pre-processing section as it enables accurate
measurements and mapping in the further processes. Skull
stripping was performed with the help of FSL BET tool and
the steps for the same are as follows –

� BET can be used both directly through the command
line or by using the GUI option. For the purpose
of illustration, it is presented in this paper using the
GUI..

� The GUI application is accessed by entering the
command fsl in the terminal.
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� Next step is to perform the brain extraction. For the
sole purpose of demonstration, the brain extraction on
a single image (NIfTI �le) is performed. The BET
uses brain extraction option from the available list,
which in turn opens a dialog box to input the image.

� Select the NIfTI Image (.nii) �le and it automatically
renames and sets a path for the output �le.

� Once everything is set up and good to go, click on
“Go”. The command line automatically executes a
command for bet and the process is complete . A
new �le is created with the same �le name as of the
input with a post�x “brain” added to it (eg: test4.nii
– input �le; test4-brain.nii.gz – output �le).

� Below Fig.2, shows the original input image and Fig.3
shows the extracted brain image (highlighted in blue).

Figure 2. Original Image (Sample)

Figure 3. Extracted Output Image (Sample)

Finally, from this process, extracted brain is available for
output or simply the process of skull stripping is complete.
The above steps show the extraction for a single input, but
in the case of this experiment the number of available inputs
were large and hence they were executed directly via the
command line in batches.

2) Registration
Registration [4] is the process used in mapping the

subject's data to a common coordinate system in which
anatomical features are in alignment. This process thus

helps in comparing anatomical and brain image data across
multiple subjects all in the common space, thus making
the further region-speci�c analysis consistent and accurate.
Talairach normalization was one of the very �rst commonly
used volumetric alignment techniques [4]. For the purpose
of registration, a toolbox called WFU PickAtlas in combi-
nation with SPM 12 is used in MATLAB, which in fact
provides a method for ROI masks generation based on the
same Talairach Daemon database. The process is combined
with Region of Interest (ROI) Analysis and is described in
the following section.

C. ROI (Region of Interest) Analysis
ROI Analysis as mentioned in [5] is performed and

�nally the voxels are extracted. For the purpose of ROI
analysis and feature extraction, SPM 12 was followed using
MATLAB. The following steps are followed to work with
SPM after the installation.

� In the MATLAB Command Window, enter the com-
mand spm and execute it.

� On successful execution of the command, we have
an application open up. This is the SPM 12 GUI that
can be used to perform various analysis, segmentation
processes, registration etc.

� Fig. 4 shows a view of an anonymous subjects' skull
stripped brain ready for analysis.

� The graphic module of this software can be used to
view various slices of the brain as well, as seen in
Fig.4

� WFU PickAtlas is used to extract ROI masks and the
�rst step in the process is of selecting the appropriate
atlas. Once this step is complete, access various
regions of the brain as options and generate region
speci�c masks as shown in Fig. 5.

� In Fig. 5, as an example, the brain area – Hippocam-
pus was selected and was moved to the working
region.

� Now, this region is highlighted (in red) in the atlas .
Finally, save the mask in the speci�ed location.

� Fig .6 is a view of the results from of example ROI
Analysis. The values are masked due to con�dential-
ity issues.

This mask is then used to extract the voxel values for
each subject considered and the corresponding values were
extracted into a .csv �le, which is further used as input for
the process of classi�cation. All subjects were processed in
batches through the command line due to the high number
of image �les.
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Figure 4. Skull Stripped Subject – All Views

Figure 5. WFU PickAtlas – Tool View

Figure 6. ROI Analysis Result View

D. Data Pre-processing (Preparation)
Now that the image processing phase is completed

and have the raw numeric data in hand, further data pre-
processing section is to be performed. This section is
divided into the following parts – data cleaning, missing
value analysis and normalization.

1) Data Cleaning
A basic but extremely essential part of data pre-

processing is data cleaning. This process involves detection
and removal of errors and other inconsistencies in the ex-
tracted data. For the same purpose, missing value analysis is
performed, �lling of the missing value and a normalization
process.

TABLE II. Extracted Raw Data-Sample Schema.

Id Label f1 f2 f3 f4 ..... fn
1 CN 18.3 0.15 0.8 0.23 ..... -
2 AD 0.1 0.8 NaN 0.65 ..... -
3 AD 0.12 NaN 0.23 0.76 ..... -
4 CN 20.4 0.16 0.8 0.2 ..... -
.
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.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
n CN 18.29 0.11 NaN 0.3 ..... -

2) Missing Values
In the data extracted, some features are missing at very

speci�c points. Consider the Table II that shows these
speci�c points, for example – row 2, column f3 – the value
corresponds to NaN.

Points like these need to be replaced with numeric data.
Two techniques in this case are applicable– either �ll in
all these missing points with zeros `0' or replace with the
average value of the feature for the same class label. In
the case of missing values of the extracted data, the former
technique is considered. After replacing the missing values
in the data, the data set look like as shown in Table III.
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TABLE III. Detecting and replacing the missing values of table II.

Id Label f1 f2 f3 f4 ..... fn
1 CN 18.3 0.15 0.8 0.23 ..... -
2 AD 0.1 0.8 0 0.65 ..... -
3 AD 0.12 0 0.23 0.76 ..... -
4 CN 20.4 0.16 0.8 0.2 ..... -
.
.
.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.
n CN 18.29 0.11 0 0.3 ..... -

TABLE IV. Normalization of table III.

Id Label f1 f2 f3 f4 ..... fn
1 CN 0.8965 0.15 0.8 0.23 ..... -
2 AD 0 0.8 0 0.65 ..... -
3 AD 0.0009 0 0.23 0.76 ..... -
4 CN 1 0.16 0.8 0.2 ..... -
.
.
.

.

.

.

.

.

.

.

.

.

.

.
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.

.
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.

.

.

.

.
n CN 0.8961 0.11 0 0.3 ..... -

3) Normalization
From the Table III it can be observed that di� erent

features represented in di� erent scales. Feature `f1' has
values ranging between 0 and 21, while feature `f2' has
values ranging between 0 and 1. The process of adjusting
values such that the entire data set falls under a common
scale is called as normalization. The most commonly used
normalization technique is the min-max technique, and it
is best in cases where the boundary values maximum and
minimum are known [6] and the formula for the same is
given as follows

xscaled=
x � xmin

xmax � xmin
(1)

x is the feature value,xmin; xmax are the minimum and
the maximum values of the features. An example of the
normalization process is shown in Table IV. All the features
in the table are now on a common scale varying between 0
and 1.

E. Feature Importance and Selection
Feature selection helps to select a limited set of variables

from the available set of features that can e� ciently describe
the input data. It also helps in dimensionality reduction. The
other bene�ts of feature selection include understanding the
data better, reduction in computation requirement, improve-
ment in the predictor performance, et cetera.

Before moving into the process, the available set of
features and value boundaries were observed. Fig. 7 and
8,present the features – f1 to f10, f11 to f20, f21 to f30,
respectively. The variance of the data points can be seen in
these box plots, label wise. The box plot shown in Fig. 7
depict that the values of the features f1 to f9 related to the

Alzheimer cases are higher than the values of the features
f1 to f9 of normal cases except f10 feature.

Figure 7. Feature values (f1-f10) - Box Plot

Similarly, the box plot shown in Fig.8 a infers that the
all the features of Alzheimer are greater than normal cases
except f5 and f9. The features f21 to f30 has all the features
values of Alzheimer cases are greater than normal cases are
seen in Fig.8 b. From these �gures it can be concluded that
the feature values of Alzheimer cases on an average are
greater than the feature values of the normal cases.

To observe the correlation between the features, a heat
map is plotted as shown in Fig.9. The darker shade indicates
the lesser correlation, and the lighter color shows the
highest correlation. This gives us a better understanding
of the correlated coe� cients between variables, for exam-
ple the f1 (broadmann area 41) has very less correlation
with f7(broadmann area) 32,f17(broadmann area 4),and
f25(broadmann area 28) and has better correlation with
other features.

To determine the important and �nd the optimal features
to de�ne the dataset, feature importance and selection
technique using Random Forest is performed. The reason
for considering random forest rather than decision tree is
because in case of the later, a decision tree is built on
entire dataset with all the available features, but in case
of the former, it randomly selects instances in the dataset
to build various number of trees and �nally generate the
results based on the average and voting mechanism.
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