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Abstract: Data analytics especially predictive analytics is very important research domain which includes time series forecasting.
Nonlinear nonstationary time series are challenging to predict. This paper presents the outcome of the research study in finding
better forecasting methods for nonlinear nonstationary time series. Rolling forecast approach and locally adaptive empirical mode
decomposition (EMD)-based hybridization were employed with autoregressive integrated moving average (ARIMA) and exponentially
weighted moving average (EWMA). Thus, two methods were EMD-ARIMArolling and EMD-EWMArolling of which the later was
found better in this study. Also, EMD-EWMArolling was combined with ARIMArolling and EWMArolling using affine combinations
to develop affEEArolling and affEEErolling methods. Proposed affEEArolling and affEEErolling along with six other compared
methods were employed on nine closing price stock datasets from NASDAQ Financial-100 companies and compared using accuracy
measurements. From the results, it was found that proposed methods significantly improved forecast accuracy and outperformed the
compared methods (e.g., in ACGL dataset, affEEArolling reduced RMSFE by 55.98% where rolling forecast, EMD-hybridization
and affine combination improved 43.7%, 4.24% and 18.28% respectively and affEEErolling improved 56%). Hence, EMD-based
hybridizations and forecast combinations can be useful tools for time series forecasting. In addition, such EMD-based advanced methods
can be considered for inclusion in financial technologies.
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1. Introduction
In many domains of human activities, time series data

play important roles especially in decision making and fu-
ture projection or prediction. Some time series may contain
deterministic patterns and such series can be predicted com-
paratively easily by using traditional benchmark methods
like autoregressive integrated moving average (ARIMA)
and data smoothing methods (e.g., EWMA which stands for
exponentially weighted moving average). However, many
time series data especially human-involved data (namely
financial and economic data) are very challenging to capture
by traditional methods. Such reality is addressed in several
research works including [1]. To face the challenges, there
are many different research directions and approaches which
started in the last century and currently its importance
and practice is upward. Some of the works on time series
forecasting are reviewed by [2] and [3]. Among many
other works, some recent studies include [4] where they
used ARIMA models and polynomial functions to predict
COVID-19 per regions; [5] used ARIMA and Holt-Winters

methods for forecasting potato price and [6] used ARIMA
for stock return forecasting. Aside from single methods,
many studies focused on hybridization and combination
methods. In their forecast study of stock price, [7] used
ARIMA and BPNN (i.e., Back Propagation Neural Net-
work); [8] used ARIMA and SVM (i.e., Support Vector
Machine) to predict daily price of rubber. For long-term
pollution prediction, [9] used statistical and deep learning
methods; [10] used padding-based Fourier transform de-
noising and deep learning methods to predict stock market
indices.

Among different hybridized and combined forecast
methods, Empirical mode decomposition (EMD)-based
methods are very effective and useful. EMD is very efficient
in decomposing a nonlinear and non-stationary time series.
After the development of locally data adaptive algorithm
EMD, many time series research studies focused on EMD-
based forecasting. Even the original contributor of EMD,
applied it on financial time series [11] which is an inspira-

E-mail address: raquib.math@gmail.com, m.tahir@usm.my, z math du@yahoo.com http:// journals.uob.edu.bh

 https://dx.doi.org/10.12785/ijcds/1201108
http://journals.uob.edu.bh


1344 Mohammad Raquibul Hossain et al: Enhancing Stock Price Prediction Using Empirical Mode. . .

tion and one of the influences. Later on, different authors
made efforts in EMD-based forecasting research studies
which include [12] where they used hybrid EMD-ARIMA
in predicting short-term traffic speed. To forecast long-term
streamflow, [13] used EMD-ARIMA and EEMD-ARIMA
methods. In forecasting financial time series, [14] used
EMD-LSTM method (where LSTM stands for Long Short-
Term Memory). Recent studies on EMD-based hybrid meth-
ods also encompass [15] (which used EMD and ANN-based
hybrid methods for stock price prediction), [16] (which
used EMD-Neuro-Fuzzy hybrid method in analyzing and
predicting financial time series), [17] (which used EMD-
Theta method for stock price forecasting), [18] (which used
CEEMDAN-LSTM method for stock index price predic-
tion). Also, recently for predicting stock index [19] used
combined model of IEME-EMD-SVR (where IEME stands
for Improved Extreme Mirror Extension and SVR is for
Support Vector Regression), in prediction of stock price
[20] employed EMD-ARIMA-EWMA methods, to forecast
stock price index [21] found high performing experimental
results using MEMD-SVR-SVR (where MEMD stands for
multivariate EMD), in predicting stock price [22] found
outperforming results using CEEMD-CNN-LSTM (where
CEEMD is short form of complete ensemble EMD) than
other models. In forecasting of GDP data, [23] used EMD-
LSTM which significantly improved the accuracy of only
LSTM. These studies indicate that EMD-based prediction
is active and potential research area of time series.

Many research studies both old and new encouraged and
adopted forecast combinations for better accuracy. Some
recent works include [24], [25], [26], [27], [28]. The work
of [29] reported that majority of the accurate methods
in the M-4 (i.e., Makridakis-4) competition were forecast
combination methods. In addition, rolling forecast [30],
[31] has additional advantage over traditional forecasting.
Considering effectiveness of rolling forecast, this study
adopted it in proposed methods.

This research study surveyed on existing literature from
four points of view: first is general context, current trend
and application of single forecasting methods; second is
contemporary hybridization and combination methods; third
is recent studies of EMD-based hybridization and combi-
nation; fourth is studies of financial time series prediction
which particularly focused on EMD-based prediction meth-
ods. The research studies of all these types are refereed in
this section and their context is briefly presented. Hence,
non-financial time series studies contributed for potential
methodologies and financial time series studies contributed
for empirical results along with different methods and
approaches. Methods and data were two main directions in
this study in surveying existing literature of which EMD-
based financial time series forecasting studies were closely
relevant. Also, overall literature indicate that single popular
conventional methods (ARIMA and EWMA) are generally
useful and they are regarded benchmark methods. For com-
parison of this study with others is that although there are

many works on EMD-based hybrid methods, combinations
or especially affine combination-based studies of EMD
are rare in existence. However, recent works on forecast
combinations are highly worthy of mention although which
are not EMD-based, they are feasibly used in time series
forecasting practices. Thus, studies from surveyed literature
influenced differently as directly (i.e., those with financial
data), indirectly (i.e., those with non-financial data) and
partially on this research study.

In pursuit of better forecasting methods in case of non-
linear and non-stationary time series, there exists scope
for research studies because existing methods are not
always sufficient to serve the purpose of expected ac-
curacy. To find better forecasting methods, this research
study focused on the assumption that using EMD, sta-
tistical methods, rolling forecast and affine combination
can collectively and significantly improve forecast accuracy.
Searching through existing literature, such study is not yet
done. On experimentation, this paper proposes two EMD-
based affine combination methods with rolling forecasting
approaches. One is affEEArolling (i.e., affine combination
between EMD-EWMArolling and ARIMArolling) and an-
other is affEEErolling (i.e., affine combination between
EMD-EWMArolling and EWMArolling). From the empir-
ical results, the proposed methods were found to produce
better accuracy than compared methods. For both of the
proposed methods, three improvement stages (i.e., rolling
forecast, EMD-based hybridization and affine combination)
significantly contributed on the forecast accuracy. These are
essentially contributory elements of this research study and
addition to the existing literature of EMD-based financial
time series forecasting.

The following section conveys background studies (in-
cluding benchmark methods and EMD-based hybridiza-
tions). Next sections contain proposed methods, datasets
and experimental results, discussion with outcomes and
lastly conclusion with future works.

2. BackgroundMaterials
This section includes essential details of benchmark

methods ARIMA and EWMA along with their EMD-
based hybrid methods EMD-ARIMA and EMD-EWMA
and finally rolling forecast approach.

A. ARIMA Method
ARIMA is the short form for autoregressive integrated

moving average [32], [33] which can fit and forecast a
nonstationary time series. It methodically applies differenc-
ing process to transform a nonstationary time series (say
X = fx1, x2, x3, . . . , xt, . . . g) into a stationary series (say Y =
fy1, y2, y3, . . . , yt, . . . g). The lag difference generally taken
once or twice to transform X into Yis known as order of
differencing (d). After differencing process, ARMA method
(i.e., Autoregressive Moving Average) is applicable to fit
the underlying stationary time series Y . The mathematical
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formulation of a general ARMA(p,q) method is:

yt = c + � 1yt� 1 + � 2yt� 2 + : : :
+ � pyt� p + et + � 1et� 1 + � 2et� 2 + � � � + � qet� q (1)

wherec, yi 's and ej 's are respectively constant, past p
autoregressive terms and past q error terms (also known as
random shocks);� i 's are autoregressive parameters and� j 's
are moving average parameters. Using order of di� erencing
d (or equivalently known as order of integration), better
written notation of ARIMA is ARIMA(p;d;q). Although
ARIMA was introduced long before, its usage is still
popular as well as e� ective. Some recent ARIMA-based
research studies include [34], [6], [4], [8], [35], [5].

B. EWMA Method
EWMA (i.e., exponentially weighted moving average)

[36], [37], [38] is a data smoothing method. From a
given time seriesX = x1; x2; x3; : : : ;xt; : : :, EWMA (also
known as single exponential smoothing or SES) creates
the smoothing seriesS = S1;S2;S3; : : : ;St; : : :. A general
EWMA method has the following mathematical formula:

S2 = x1 (2)

St = xt� 1 + (1 � 
 ) St� 1; 0 < 
 < 1; t � 2 (3)

where 
 , t and St are respectively smoothing parameter,
time order and present smoothed term. Clearly,St is found
from the convex combination ofxt� 1 (i.e., most recent
original data) andSt� 1(i.e., most recent smoothing data).
Another general form of EWMA can be presented as:

St = 

t� 2X

i=1

(1 � 
 )i� 1xt� i + (1 � 
 )i� 1S2; t � 2 (4)

The weights
 (1 � 
 )i� 1 of xt� i 's (i.e., past data) exponen-
tially diminishes as(1 � 
 )t is a decreasing function with
increasingt.

C. EMD Method
In the seminal work on Hilbert-Huang transforms

(HHT), [39] introduced empirical mode decomposition
(EMD) as an essential part of HHT. Foundational or de-
velopmental purpose of EMD was the analysis of signal
processing. Conceptually and practically, EMD being an
e� ective decomposition procedure has locally adaptive na-
ture. The best feature of EMD procedure is that it does
not alter the original time domain. In an EMD process,
a time series is decomposed into several subseries namely
intrinsic mode functions (IMFs) and a residue. The de�ning
properties of an IMF are (a) mean value has to be zero
and (b) di� erence from number of extrema to number of
zero crossings has to be zero or at most one. In the IMF
generating process, EMD produces rapidly oscillating high
frequency IMFs in the beginning and sequentially produces
slowly oscillating low frequency IMFs. Finally, the process
ends with a residue after extracting all possible IMFs. EMD
process is presented through �owchart (Figure 1).

EMD as shown in �owchart of Figure 1 is basically
an algorithm which a process named sifting process for
extraction of decomposition components. EMD process or
EMD sifting process for signal data or a time series dataset
x(t) essentially involves the following steps:

Step 1: Finding local minima and maxima (i.e., extrema)
of x(t) and temporary remainder (which is found immedi-
ately after extraction of each IMF).

Step 2: Fitting and formulating two sub-datasets of local
minima and maxima with two envelops of cubic splines.
Two envelopes are maxima-contained upper envelope (in-
volving half of complete data above local mean)Eu and
minima-contained lower envelope (with remaining half of
dataset below local mean)El .

Step 3: Obtaining mean envelopeEm (i.e., arithmetic
mean ofEu and El).

Em =
Eu + El

2
(5)

Step 4: Getting 1st temporary remainderD1 by subtract-
ing Em from x(t).

x (t) � Em1 = D1 (6)

Step 5: Checking whetherD1 is an IMF by following
IMF characteristics. If it is an IMF, then to follow step 6.
If D1 is not an IMF, next mean envelope and hence next
temporary remainder is computed from steps 2 to 4 which
are repeated for producing other subsequent mean envelopes
(i.e., 2nd to higher) and corresponding temporary remainders
are also found.

D1 � Em2 = D2; D2 � Em3 = D3, . . . , Dk� 1 � Emk = Dk (7)

In EMD sifting process of IMFs extraction, stopping
criterion (e.g., Cauchy convergence criterion involving stan-
dard deviation brie�y CSD) is used which involve the
following formula:

CS Dk =
TX

t=0

(Dk� 1(t) � Dk� 1(t))2

D2
k� 1(t)

(8)

If CS Dk generates smaller value than a pre-set mini-
mum, the sifting process is completed.

Step 6: ADk is considered as an IMF if it satis�es the
pre-set stopping criterion. IfF1 = Dkis the 1st IMF, �rst
continual remainderR1is the di� erence ofF1 from x(t),
i.e., R1 = x(t) � F1. Thus, during extraction of subsequent
IMFs, current continual remainderRi and other subsequent
continual remaindersRi+1's are computed by following steps
1 to 5.

R2 = R1 � F2;R3 = R2 � F3; : : : ;Rn = Rn� 1 � Fn (9)
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Figure 1. Flowchart of empirical mode decomposition (EMD)

Finally, the last continual remainderRn (known as residual)
is obtained.

D. EMD-ARIMA and EMD-EWMA Hybrid Methods
The EMD-ARIMA approach is the hybridization of

EMD and ARIMA [12] where EMD is used for decom-
position and ARIMA is used for data �tting and hence
forecasting. First, using the locally adaptive EMD algorithm
on a time series, decomposed components (i.e., IMFs and
residue) are generated. Second, for each EMD component,
a suitable and e� cient ARIMA model is selected from
the ARIMA method class. Third, all component forecasts
are aggregated to obtain combined or hybridized forecast
and accuracy measures are computed from the test data
and forecast data. Also, the performance or accuracy of
the method is presented against other competing methods.
De�nitely, developmental purpose of EMD or HHT was
signal analysis. However, there exist a number of EMD-

based research studies in other time series related domains
encompassing �nance and economics. The method or pro-
cedure of EMD-EWMA [40] is similar to EMD-ARIMA
[17]. EMD is e� cient in data decomposition with locally
adaptive feature and EWMA is e� ective approach for data
smoothing, �tting and forecasting. Therefore, suitable com-
bination between these methods can be expectedly a good
match for time series forecasting where data are nonlinear
and non-stationary.

E. Rolling Forecast
Being updated with most recent available data is impor-

tant as well as e� ective in decision making and forecasting
process. Such approach or strategy adoption is getting
attention, popularity and importance [30], [31]. In a rolling
forecast approach, training data is updated or revised in a
rolling basis to forecast data in the targeted future horizon
[41]. A diagrammatic presentation of rolling forecast is
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shown in Figure 2. Rolling forecast is described more in
datasets and results section.

3. ProposedExperimentalMethods
This study �rstly �nds an EMD and rolling forecast

based better method which is here EMD-EWMArolling.
This method is expected to perform better than bench-
mark ARIMA, EWMA, ARIMArolling (i.e., rolling fore-
cast using ARIMA), EWMArolling (i.e., rolling forecast
using EWMA) and EMD-ARIMA rolling (i.e., rolling fore-
cast using EMD-ARIMA) methods based on accuracy of
experimental forecast results. Secondly, results of EMD-
EWMArolling are improved further by combining with the
results of ARIMArolling and EWMArolling using a� ne
combination. Thus, two forecast combination methods are
found. They are a� EEArolling (i.e., a� ne combination of
EMD-EWMArolling and ARIMArolling) and a� EEErolling
(i.e., a� ne combination of EMD-EWMArolling and EW-
MArolling).

Proposed methods are optimized in data driven way
and using information criterion. Firstly, since EMD is data-
driven locally adaptive decomposition algorithm, it disen-
tangles local features in di� erent intervals and frequencies.
These EMD features are essentially used by ARIMA and
EWMA for optimal model selection through information
criterion (e.g., AIC, i.e., Akaike information criterion) and
optimizing by reducing sum of square errors. Also, a� ne
parameters are di� erent for each data set and they are
updated in each rolling as per data distribution. All these
contributed for the overall optimization of the hybridization
and combination of the proposed methods.

The two proposed methods (a� EEArolling and af-
fEEErolling) including EMD-ARIMArolling and EMD-
EWMArolling are described below.

A. EMD-ARIMArolling, EMD-EWMArolling and Selecting
Better One of the Two
To obtain better forecast results, rolling forecast ap-

proach was applied on EMD-based hybridizations EMD-
ARIMA and EMD-EWMA. Rolling forecast approach was
adopted in EMD-ARIMArolling and EMD-EWMArolling
methods to improve the forecast accuracy of EMD-ARIMA
and EMD-EWMA methods. In an EMD-ARIMArolling,
�rstly EMD algorithm is applied on a time series for decom-
position. Secondly rolling forecast approach is employed
on EMD components while using selected ARIMA models
to �t and forecast. Thirdly, all the rolling forecasts of
EMD components are summed up to get combined forecast
for each rolling window, i.e., sequentially updated and
forwarded training set. Fourthly, all the rolling window-
based forecasts are aggregated for a complete forecast set;
also, error measures (between test dataset and forecast
dataset) are computed and performance is compared with
other methods. EMD-EWMArolling is similar to EMD-
ARIMArolling. On an average and from experimental re-
sults, EMD-EWMArolling was empirically expected to be

better performer than EMD-ARIMArolling. Hence, EMD-
EWMArolling was prioritized in a� ne combination.

B. Combined Forecast Methods using A� ne Combination
Generally a� ne combination for k forecasted

datasets F1; F2; F2; : : : ; Fk using k methods
M1; M2; M3; . . . ,Mk , can be presented as Equation 10:

kX

i

ciFi; where
kX

i

ci = 1 and ci 2 R (10)

where,R is set of all real number.

For this research study,k = 2 was considered from
Equation 10 to combine forecast values from two com-
paratively better methods. If any test datasetTis used to
�t and forecast using selected model from a method, a
forecasted dataset is found along with error. Considering
two methods," 1 and F1 are respectively error value and
forecast set of methodM1; �rst method and similarly" 2 and
F2 are respectively error value and forecast set of method
M2;second method. Thus, forecast a� ne combination a� -
Comb of the two methods can be expressed as (� 2 R is
a� ne parameter):

a f f � Comb= � � F1 + (1 � � ) � F2 (11)

= � � (T + " 1) + (1 � � ) � (T + " 2) (12)

[sinceT � F1 = " 1 and T� F2 = " 2]

= T � � � " 1 � (1 � � ) � " 2 (13)

The error� � � " 1 � (1 � � ) � " 2 after combination as found
from Equation 13 should be minimized, i.e., theoretically
zero. Thus,

� � � " 1 � (1 � � ) � " 2 = 0 (14)

From Equation 14 by solving for a� ne parameter,� =
" 2

" 2� " 1
.

C. Formulation of a� EEArolling and a� EEErolling
The forecast values of a� EEArolling method are found

from the a� ne combination of EMD-EWMArolling and
ARIMArolling. Therefore,

a f f EEArolling= � 1 � EMD � EWMArolling
+ (1 � � 1) � ARIMArolling (15)

where � 1 = " 2
" 2� " 1

, " 1 is the error of EMD-EWMArolling
and" 2 is the error of ARIMArolling,� 1; "1; "22R. Similarly,
a� ne forecast formula for a� EEErolling method is:

a f f EEErolling= � 2 � EMD � EWMArolling
+ (1 � � 2) � EWMArolling; (16)

where � 2 = " 3
" 3� " 1

, " 1 is the error of EMD-EWMArolling
and" 3is the error of EWMArolling,� 1; "1; "3 2 R.

Algorithms of both a� EEArolling and a� EEErolling
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Figure 2. Diagram of rolling forecast

methods being similar, algorithm of a� EEArolling is pre-
sented here.

� Algorithm: a� EEArolling

Input: Time series dataX (pre-processed)
Output: Prediction error results of a� EEArolling
Step 1: Start Program
Step 2: Read the input seriesX
Step 3: De�nerollingFUN ()
Step 4: Split X using rollingFUN (X) and storeXtr as
training set andXtt as test set, set h as forecast horizon
Step 5: De�neEMDEWMA(G; H) and ARIMA(G; H) as
forecast functions
Step 6: Compute

f EE  EMDEWMA(Xtr; h)

and f A ARIMA(Xtr; h)
Step 7: FormulateFCastErr(T; F)
Step 8: Compute errors" 1  FCastErr(Xtt; f EE) ,

" 2  FCastErr(Xtt; f A)
Step 9: Compute� 1  " 2

" 2� " 1
Step 10: ComputeFCast � 1 � f EE + (1 � � 1) � f A
Step 11: Compute error"  FCastErr(Xtt; FCast)
Step 12: Display error" as error of a� EEArolling
Step 13: End Program

D. Accuracy Measures to Evaluate Prediction Performance
Six error measures or equivalently accuracy measures

(i.e., less error indicates better accuracy) are used in
this study. These are Root Mean Squared Forecast Error
(RMSFE), Mean Absolute Forecast Error (MAFE), Root
Mean Squared Relative Forecast Error (RMSRFE) [42],
Mean Absolute Percentage Forecast Error (MAPFE), Mean
Absolute Scaled Forecast Error (MASFE) and Symmetric
Mean Absolute Percentage Forecast Error (sMAPFE) [43].
These error measures or accuracy formulas are presented
below using their mathematical forms:

RMS FE=

r P n
1 et

2

n
(17)

MAFE =
P n

1 jetj
n

(18)

RMS RFE=

vt P n
1

�
et
xt

�2

n
(19)

MAPFE =

P n
1

����
et
xt

����

n
(20)

MAS FE=

P n
1

�����
et

1
n� 1

P n
2 jxt � xt� 1j

�����

n
(21)

sMAPFE=

P n
1 200

����
et

xt+ ft

����

n
(22)

whereet = xt � ft forecast error for a single point data,xt
is actual test value andft is forecast value, all at period t.

4. Datasets andExperimentalResults
In this section, short details of datasets (i.e., brief

description along with graphs and descriptive statistics) and
empirical accuracy results of all methods (proposed as well
as compared) are presented for all the nine datasets.

A. Datasets
Nine daily closing price time series datasets of nine

NASDAQ Financial-100 companies are used in the ex-
periment of this research study. The companies are Arch
Capital Group Ltd. (ACGL as stock ticker), BOK Fi-
nancial Corporation (BOKF), Capitol Federal Financial,
Inc. (CFFN), FirstCash, Inc. (FCFS), Fifth Third Bancorp
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(FITB), Fulton Financial Corporation (FULT), Investors
Bancorp, Inc. (ISBC), Simmons First National Corpora-
tion (SFNC) and Washington Federal, Inc. (WAFD). All
datasets include 1760 data in each set (from 20th February,
2014 to 16th February, 2021). These data are freely avail-
able at NASDAQ website (https://www.nasdaq.com/market-
activity/quotes/nasdaq-�nancial-100-stocks) and also at ya-
hoo �nance website (https://�nance.yahoo.com/). Select-
ing training and test datasets from a datasetX =
fx1; x2; : : : ;x1760g for rolling approach can be presented
with the following mathematical expressions:

Si 2
�
x(i� 1)h+1; x(i� 1)h+2; : : : ;x(i� 1)h+d

	
(23)

Ti 2
�
x(i� 1)h+d+1; x(i� 1)h+d+2; : : : ; x(i� 1)h+d+k

	
(24)

whereiis index for a window,Si is training set,Ti is test set,
d is window size of training set,h is shifting or window
moving size,k is forecast horizon or forecast size and
i; d; h; k2N( whereN presents set of all positive integers).
This paper implemented window sized= 1600; shifting or
moving size h=40 and rolling forecast horizon k=40. In
the �rst rolling window, 1600 training data (S1) are from
20th February, 2014 (x1) to 26th June, 2020 (x1600) and
40 test data (T1) are from 29th June, 2020 (x1601) to 24th
August, 2020(x1640). Training and test datasets in other
rolling windows are distributed similarly.

Each time series has distinctive patterns and features.
Quick tools to grab some features are line graph pre-
sentation and summary or descriptive statistics. Figure 3
contains the line graphs of nine stock price datasets. Also,
Table I contains descriptive statistics of these datasets
which involves 1600 training data for each of nine datasets.
It presents di� erent characteristics of involving datasets
namely measure of statistical average or central tendency,
measure of spread or dispersion, measures of normality
(e.g., skewness and kurtosis). Table I includes mean and
median as measures of central tendency; minimum (Min),
maximum (Max) and coe� cient of variation (COV) as
measures of dispersion; skewness (Skew) for degree of
symmetry and kurtosis (Kurt) for degree of peakedness
both as shape characteristics or measures of normality.
BOKF dataset has the highest mean (74.655) and median
(75.03) values while ISBC has the lowest mean (11.985)
and median (11.95) values among the nine datasets. CFFN
has the least COV (0.08) while FCFS has highest COV
(0.294). FULT, ISBC and SFNC are negatively skewed
where degree or strength of skewness of ISBC (-0.471)
is highest in the negative. Also, CFFN has highest degree
of skewness (i.e., highly positively skewed) with value of
0.665. CFFN and ISBC have positive kurtosis where CFFN
has the highest degree of peakedness (0.809) while WAFD
(-1.562) has the �attest kurtosis among the remaining with
negative kurtosis. The least skewed or highest symmetric
data is WAFD (0.015) and the closest to mesokurtic data is
ACGL (-0.03). These characteristics re�ect the general and
overall data feature. However, local as well as short term
feature can be di� erent and rolling with inclusion of most

recent and exclusion of far distant data will also be more
di� erent yet more relevant. Also, since EMD disentangles
local distinctive features reserving overall data patterns as a
whole and accompanying hybridization component methods
(here ARIMA and EWMA) use these features for suitable
model selection, a� ne combinations characteristically min-
imize the error of proposed methods with the use of errors
of accompanying methods. Thus, proposed methods along
with a� ne combinations can feasibly reduce errors with the
three improvement stages including data-adaptive feature of
EMD for varied and sophisticated distributions of nonlinear
and nonstationary data.

In the EMD process, each time series data is decom-
posed into components from high frequency stationary to
gradually low frequency non-stationary. EMD components
Graphs of all datasets being similar, the graphs of Arch
Capital Group Ltd. (ACGL) are presented in Figure 4.

B. Experimental Results
Table II-VIII re�ect the forecast accuracy of experi-

mental results from eight methods employed in the study.
These tables encompass results for nine stock price datasets
(ACGL, BOKF, CFFN, FCFS, FITB, FULT, ISBC, SFNC
and WAFD). Smaller values in forecast error are the indica-
tion of better performance or accuracy. The tables present
results of forecast error measures RMSFE and MAFE as ab-
solute error measures and RMSRFE, MAPFE, MASFE and
sMAPFE as relative errors measures. Six out of the eight
methods are used for comparison purpose. These methods
include four benchmark methods (i.e., ARIMA, EWMA,
ARIMArolling and EWMArolling), two hybridized EMD-
based rolling forecast methods (i.e., EMD-ARIMArolling
and EMD-EWMArolling) and two proposed methods (i.e.,
a� EEArolling and a� EEErolling).

5. Discussion andStudy Outcome
In the performance comparison of methods, smaller

errors in the prediction results are the re�ections of better
accuracy of a method. Considering both the absolute er-
rors (RMSFE and MAFE) and relative errors (RMSRFE,
MAPFE, MASFE and sMAPFE) presented in the tables
(Table II-X) representing results, noticeably the proposed
methods a� EEArolling and a� EEErolling are better per-
forming methods than the six other compared methods. The
nine datasets presented here have similar results and re�ec-
tions on the methods. Inherent reasonable assumption is that
performance of traditional ARIMA and EWMA methods
are improved here in three improvement stages. These are
adoption of rolling forecast, EMD-based hybridization and
a� ne combination.

The experimental results show that rolling forecast ap-
proach can signi�cantly improve forecast accuracy of tradi-
tional forecast approach. For ACGL dataset (Table II), this
approach improved RMSFE of EWMA from 3.941 to 2.217
(i.e., error reduced by 43.7%); also, it improved MAFE
of the EWMA from 3.351 to 1.733. Similar improvement
also occurred in relative errors RMSRFE, MAPFE, MASFE
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