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Abstract: The most common type of dementia is Alzheimer’s disease (AD). It is critical to identify the AD at the stage of Mild
Cognitive Impairment (MCI) in early. If it is possible to early identification, then it has more chance to cure the disease. This paper
implements a novel predictive approach for early detection of AD utilizing Magnetic Resonance Imaging (MRI) images. The developed
model involves Feature Extraction, Optimal Feature selection, Classification. At first, the Gray Level Co-Occurrence Matrix (GLCM),
Haralick features, and geometric Haralick feature techniques are used to extract the geometric correlation and variances features. This
work carries out optimal feature selection using the Combined Grey Wolf -Dragon Updating (CG-DU) hybrid model. This optimization
model has been used in Convolutional Neural Network (CNN) for the optimized weights and activation function. Optimally chosen
features by CNN are subjected to the Classifier Support Vector Machine (SVM) for AD classification. The final output is obtained
from both CG-DU+CNN and SVM outcomes. In the end, the performance of the implemented approach is computed to the existing
approaches based on various metrics.
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1. Introduction
AD is an irreversible and degenerative brain disorder in

which subtle brain alterations began before the symptoms
appear. Early symptoms of AD include modest cognitive
decline that could escalate to severe functional and physical
problems [6]. Cortical neurofibrillary degeneration, severe
brain shrinkage, indications of extensive limbic, and beta
amyloidal deposition are the key indicators. Based on the
dynamics of various biomarkers in AD, a computational
neurodegenerative disease progression score is presented
[7]. Clinical assessments are commonly used to monitor AD
development, although biomarkers such as cognitive eval-
uation, structural MRI, 18-FDG-PET, Electroencephalogra-
phy (EEG) and Cerebrospinal Fluid (CSF) could be used.
Regional brain volume and cortical thickness are common
MRI biomarkers for identifying AD progression, but glu-
cose hypo metabolism in neocortical brain areas is the most
important biomarker of FDG-PET. A rise in CSF Phospho-
tau or t-tau has also been identified as a possible biomarker
of illness progression [8].

Genetic information, age, ethnicity, and years of school-
ing are all risk factors that unconventional measures for
AD with Neuroimaging modalities. This additional finding

confirmed that age is a key factor in the development
of AD. The APOE gene is also widely recognized as
the most significant hereditary risk factor. According to
reports of WHO, AD is a crucial disease of death in aged
people that it is in the third position after cancer and heart
diseases. Persons at risk of acquiring AD must be identified
for therapeutic treatments tested [9]. A summary of MCI
categorization was already given by a number of studies.
Early diagnosis might aid in the enrollment of patients
and the testing of potential novel Alzheimer’s medication
therapies. Numerous studies have found that imaging is
critical for early identification of AD [10]. Diagnosis of
MRI images by doctors could take time and be expensive.
So, auto-diagnosis of AD images is effective and efficient
with low cost and less time. [14] [15].

EMR data contains heterogeneous structures that make
ML techniques difficult to use [11]. Researchers utilized a
collection of assorted ambulatory EMR data obtained from
major care physician offices across the United States for
the study. The study’s data came from EMR and IQVIA
suppliers, and it was then translated into the OMOP style.
ML algorithms used MRI for AD diagnosing. By the
Neuroimaging data, an appliance of RNN algorithms was
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created to distinguish from healthy controls of AD patients
[12] [13]. Further, the longitudinal EMRs were utilized to
examine the course of persistent diseases including AD, and
the Long Short-Term Memory (LSTM), Recurrent Neural
Network (RNN) was found to be an excellent predictor of
AD sequence by utilizing the medical and temporal patterns
of patient visits.

The key contribution of the presented approach is listed
below:

• Proposes the hybrid classifier that includes CNN and
SVM for AD diagnosis, where the activation function
and weight of CNN are tuned optimally through a
CG-DU Model.

The paper is ordered as: Section 2 depicts the reviews on
AD prediction scheme and Section 3 addresses the proposed
model for AD prediction. Section 4 portrays the texture
feature extraction process. Section 5 describes the proposed
CG-DU model for optimal selection of features, weight and
activation function. Section 6 depicts the classification using
hybrid classifiers: SVM and CNN. Section 7 discussed the
results and the conclusion of paper is given in Section 8.

2. LITERATURE REVIEW
In 2020, Branimir et al. [1] have introduced DL tech-

niques for AD prediction. Moreover, the knowledge based
on the Medical domain was applied to construct a positive
dataset from data relevant to AD. SCRP datasets were fed
into an LSTM RNN DL model to predict if a patient is with
AD. In an SCRP AD dataset with no. of patients 2,324, risk
score prediction utilising drug domain information produced
a high out-of-sample score of 98

In 2019, Zhiguang et al. [5] have implemented the DL
model for forecasting the risk in AD via brain 18F-FDG
PET. From the ADNI database, the 350 MCI participants
were chosen as research objects, and the CAFFE was
chosen as the DL framework; each participant’s FDG PET
image features were taken out using a DCNN approach to
construct the classification and prediction approaches; thus,
the MCI stage features were ranked and classified. The
findings revealed that the better specificity and sensitivity
were attained in terms of MCI transformation.

In 2019, Solale et al. [4] has offered a new ML algorithm
for forecasting the development of AD. Each task was
precisely described as regression approaches at a single
time point that forecast cognitive scores. As the subjects
have different combinations of recording modalities as well
as other demographic, genetic, and neuropsychological risk
factors, special attention is provided, and each modality
might experience a specific pattern of sparsity. Even with
an inadequate longitudinal dataset, the results have shown
reduced prediction errors.

In 2020, Branimir et al. [1] have introduced DL tech-
niques for AD prediction. Moreover, the knowledge based

on the Medical domain was applied to construct a positive
dataset from data relavant to AD. SCRP datasets were fed
into an LSTM RNN DL model to predict if a patient is with
AD. In a SCRP AD dataset, the risk scores AD diagnosis via
drugs domain information of 2,324 patients attained larger
out-of-sample score with high AUPRC. Even with the naive
dataset selection, the model performed considerably better.

In 2020, Baiying et al. [3] have introduced Deep Learn-
ing(DL) of longitudinal data for AD diagnosis. Researchers
suggest developing a system for predicting clinical ratings
based on longitudinal data from various time points. The
proposed system is divided into three sections that include
feature encoding using deep polynomial networks, feature
selection using correntropy regularised joint learning, and
ensemble learning for regression using the SVRM. Exten-
sive research on the ADNI public database demonstrated
that the adopted model was capable of revealing the link
between MRI data and clinical score beats state-of-the-art
traditional techniques in score recognition.

The benefits and pitfalls of state-of-the-art models in AD
prediction in MRI images are discussed in the sections. De-
spite the presence of many more deep learning and machine
learning techniques, disease prediction at an early stage
remains unmanageable. The following are some of the pros
and cons of the current works: CNN has superior patient
care and assessment, as well as superior early identification
of Alzheimer’s disease. Nonetheless, appropriate diagnostic
tools must be offered, as well as further improvements in
the accuracy.

3. PROPOSED MODEL FOR AD PREDICTION
The adopted framework for AD prediction consists of 3

main stages like feature extraction, optimal feature selection
and classification. During the feature extraction phase, the
texture features such as GLCM (FGLMC), Haralick features
(FHL) and geometric Haralick features (FGH) are taken
out from the input image . Moreover, from the extracted
features, it is planned to select the optimal features via CU-
GU model. The optimal selected features are then subjected
to the classification phases that include the hybrid classifier
like SVM and CNN. In addition, the activation function and
weights of the CNN are tuned optimally via a new CG-DU
algorithm. Figure. 1 depicts the framework of adopted AD
prediction model.

4. TEXTURE FEATURE EXTRACTION PROCESS
At first, the texture features like GLCM, Haralick and

geometric Haralick features such as the variance and geo-
metric correlation are taken out during the feature extraction
process.

A. GLMC
It is a statistical approach to examine the texture which

regards the pixels spatial relationship [22]. The GLCM
features are determined as per [16]. Moreover, the GLCM
features are indicated as GLCM (FGLMC).
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Figure 1. Framework of adopted AD prediction model

B. Haralick texture features
In an image, the Haralick texture features assess both

grey scale distribution which considers the pixel’s spa-
tial interactions. Normally, these features are obtained by
organizing the GLCM approach [23]. These features are
signified as (FHL), and it is determined in [16].

C. Geometric Haralick Features
This proposed work developed two haralick features

such as proposed variance and geometric correlation. It
is determined as per [16]. The features extracted from
geometric correlation and variance is specified as . The
overall features are known as FE = (FGLMC) + (FHL)
+(FGH) .

5. PROPOSED CG-DU MODEL FOR OPTIMAL SE-
LECTION OF FEATURES, WEIGHT AND ACTI-
VATION FUNCTION
CU-GU model is used to select the optimal features from

the extracted features. Finally, the optimal selected features
are indicated as OP.

A. Solution Encoding
The weights and activation function of CNN are opti-

mally tuned using the proposed CG-DU method. Figure. 2
illustrates the input solution of the adopted CG-DU model.
Here, denotes the entire number of CNN weights.Further,
the objective function ob j is determined in Eq. (1), LOS S
where is determined using Eq. (7).

Ob j = Min (Loss) (1)

B. Proposed CG-DU model
Even though, the traditional DA model [19] provides ac-

curate estimations; however, it suffers from few drawbacks
such as slow convergence and minimal internal memory.
For overcoming the demerits of traditional DA, the GWO
concept [20] is integrated with it for implementing a novel

Figure 2. Solution Encoding

CG-DU model. Hybrid optimization models were report to
be capable for definite search troubles [21]. Moreover, the
procedure of the adopted CG-DU approach is given in [16].

while the iteration is superior or equal to 2 (t ≥ 2)
, the update is performed by the DA and GWO model.
Particularly, when ( f t

r ) < ( f t−1
r ) or t = 2, the update is

performed by DA approach, in which ( f t−1
r ) specifies the

previous fitness and ( f t
r ) indicates the current fitness. Else

if, ( f t
r ) < ( f t−2

r ) , the update is done using the GWO model.
Else if, the random solution is updated. Further, if the
condition (t ≥ 2) is not satisfied, the update is done by DA
model

6. HYBRID CLASSIFIERS:SVM AND CNN
A. SVM

The optimally selected features OP are provided as
the input of SVM. SVM is defined for the operation
of simple nonlinear regression [18]. An SVM classifier’s
main objective is to find a function K(T ) that defines the
hyperplane or decision boundary. The hyperplane separates
two classes of input data points in the most efficient way
possible. Where P signifies the margin from the hyperplane
distance to the closest data points for both classes. The
saddle purpose, which decreases quadratic programming
problems to find the separating hyper plane of the SVM
model, is used to perform the double issues of the Lagrange
task. The maximum margin is used by the SVM classifier
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Algorithm for CG-DU Model
Initialization
Calculate the fitness function ( f 0

r )
t ← 1
while (t < tmax)

if (t ≥ 2)
for each solution of S r

if ( f t
r ) < ( f t−1

r ) or t = 2
Using the DA model, update the position vector.

else if ( f t
r ) < ( f t−2

r )
GWO model is used to update position vector.

else
The random solution will be used for update.

end for
else

The DA model is used to updating the position vector.
end if

t = t + 1
end while
return the optimal solution as S ∗r .

to locate the decision boundary among all feasible hyper
planes. Further, ∥Z∥ reduces the subject for maximizing the
P , and it is determined in Eq. (2). Where, p denotes the
margin for both classes from the hyper plane distance to
the nearest point of data points.

min
∥Z∥2

2
sub ject to ∀õ x̃Õ

(
Z.TÕ + b̃

)
≥ 1 (2)

In Eq. (2), b̃ refers to the value of a scalar threshold, Õ
in SVM represents the no. of data inputs,TÕ the data points
in the input, and Z portrays the boundary was specified by
a vector. K(T ) indicates the attained optimal hyper plane of
SVM as given in Eq. (3).

K(T ) =
s∑

Õ=1

x̃õS õ ⟨Tõ.T ⟩ + b̂ (3)

Here,Tõ is a the support vector with non-zero Lagrange
multiplier(S õ). Outside of support vectors, it is not neces-
sary to determine the K(T ) by the data points. Furthermore,
the SVM classifier, when used with the default configura-
tion, produces excellent information grouping. The perk up
area is critical for reducing the precision of the SVM order
of wrongly grouped objects. The ordered products were
placed near the separating hyper plane by inadvertently. As
a consequence, the superiority of the additional equipment
is utilised inside the separating strip. The outcome of SVM
is indicated as CLS S V M .

B. Optimized CNN
The features that are optimally determined are fed into

an optimised CNN[17]. CNN is the known classifier that
includes 3 layers: pooling, convolution, and fully connected

layers. There are multiple convolution kernels in the con-
volution layer. Kernel values are used to determine the
complete feature map. Here, the total feature map was
evaluated through several kernels. Moreover, the feature
values in the position (a, b) are represented as Hv

a,b,c as given
in Eq. (4), and the V th layers matched to wth feature map.
Similarly, the wth filter value is determined in the vth layer.

Furthermore, the bias term and the weight vector are
symbolized as Dv

c and Wv
c , correspondingly. wth layer at

position(a, b) the associated input patches are represented
using Uv

a,b. The activation function, which predicts the
nonlinear properties of multi-layer networks, is used to
generate non-linearity. Assume the activation value (Vv

a,b,c)
and the nonlinear activation function as V(•) as given
by Eq. (5). Further, the shift-variance is evaluated in the
pooling layer by minizing the feature maps resolution as
represented in Eq. (6). The pooling function is portrayed
pool() in ever feature map and for every feature map the
local neighbourhood (Vv

a,b,c) at neighbouring position (a, b)
is specified as Ja,b .

Hv
a,b,c = Wv

c Uv
a,b + Dv

c (4)

Vv
a,b,c = V(Hv

a,b,c) (5)

S Pv
a,b,c = pool(Vv

a,b,c),∀(m, n) ∈ Ja,b (6)

In CNN, the loss function is determined in Eq. (7).
The constraints (Θ) of CNN are linked to the nec-
essary IO input-output relative, and it is specified as
{(U p,V p) ; p ∈ [1 · · · ·IO]} . In addition, the related target
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values, pth input data, and the output of CNN are repre-
sented as U p,V p and OUT p, respectively.

Loss =
1
N

x∑
p=1

PL (Θ; V p,OUT p) (7)

The classified outcomes of the optimized CNN classifier
is denoted as CLS CNN .Thus, the overall classified output
CLS is the classified outcomes such as SVM, and CNN,
and it is given in Eq. (8).

CLS = (CLS CNN ,CLS S V M)) (8)

7. RESULTS AND DISCUSSIONS
A. Experimental Setup

The presented AD detection with hybrid Classifier +
CG-DU model was employed in MATLAB and the outcome
was noticed. Furthermore,the data was collected from the
ADNI database “adni.loni.usc.edu”. The data is spited in
to 80% of training and 20% of testing. Moreover, the
improvement of the implemented hybrid Classifier + CG-
DU approach was computed to other conventional classifiers
including SVM [18], CNN [17], RNN [26], DBN [24],
LSTM [25], and DCNN+CG-DU [16], respectively. Here,
an improvement of the presented approach was computed to
optimization algorithms including hybrid Classifier + GOA
[28], hybrid Classifier + DHO [30], hybrid Classifier + LA
[29], and hybrid Classifier + SMO [27], correspondingly
in terms of certain metrics like specificity, accuracy, FPR,
precision, FDR, sensitivity, F1-score, MCC, FNR and NPV.

B. Convergence Analysis
The convergence analysis for the presented hybrid Clas-

sifier + CG-DU approach over extant schemes like hybrid
Classifier + GOA, hybrid Classifier + DHOA, hybrid Clas-
sifier + LA, and hybrid Classifier + SMO is shown in
Figure. 3 with respect to varied iterations that range from
0, 5, 10, 15 and 20 for data 1 and 2. Further, the adopted
scheme has shown lower cost value for all iterations than
the extend models and it ensure the superior performance
of the proposed hybrid Classifier + CG-DU model.

Figure 3. Convergence analysis attained by adopted schemes to the
existing appraoches for data 1

Figure 4. Convergence analysis attained by adopted schemes to the
existing appraoches for data 2

In Figure. 4 , the adopted hybrid Classifier + CG-DU
scheme has attained minimal cost of ∼ 0.003 for data 1
than other traditional hybrid Classifier + GOA (∼ 1.14),
hybrid Classifier + DHOA (∼ 1.125), hybrid Classifier +
LA (∼ 1.11), and hybrid Classifier + SMO (∼ 1.17) models
at 20th iteration. Similarly, the cost analysis for the hybrid
Classifier + CG-DU model over conventional schemes for
data 2 has exhibited lower cost values for all iterations.
Therefore, it is shown clearly that the proposed hybrid
Classifier + CG-DU model has shown maximum outcomes
in cost evaluation than other models.

C. Performance Analysis
The performance of adopted model over the existing

schemes based on other metrics is represented in Figure.
5. Moreover, the measures were determined for different
learning rates like 60, 70, 80 and 90. On the basis of the
graphs, the hybrid Classifier + CG-DU model outperformed
the other schemes.

In Figure. 5(a). the hybrid Classifier + CG-DU approach
has attained higher accuracy value than other existing SVM,
CNN, RNN, DBN, LSTM, and DCNN+CG-DU models
when the learning rate is 80. From the Figure. 5. the adopted
scheme has shown lower values with better performance
than other compared models for negative measures. In
addition, the adopted scheme has attained higher MCC
value ( 0.99), which is superior to traditional SVM, CNN,
RNN, DBN, LSTM, and DCNN+CG-DU models. Thus, the
larger positive measures and minimum negative measures
were obtained by the proposed model.

D. Performance Analysis: Traditional Vs. adopted Opti-
mization methods
Table I- II represents the performance analysis of the

presented hybrid classifier +CG-DU model to the existing
optimization approaches for different learning rate. More-
over, the presented hybrid classifier +CG-DU approach is
noted that superior development in accurate AD diagnosis.
In addition, the assessment is performed for various learning
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Figure 5. Performance of developed approach over other schemes in terms of (a) Accuracy (b) Sensitivity (c) Specificity (d) Precision (e) FDR (f)
FNR (g) FPR (h) F1-Score (i) NPV (j) MCC
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TABLE I. PERFORMANCE ANALYSIS OF PROPOSED APPROACH OVER TRADITIONAL OPTIMIZATION MODELS FOR DATASET 1

Measures Hybrid classifier
+ GOA [28]

Hybrid classifier
+ DHO [30]

Hybrid classifier
+ LA [29]

Hybrid classifier
+ SMO [27]

Hybrid classifier
+ CG-DU

FDR 0.11587 0.12302 0.10706 0.11526 0.058664
Sensitivity 0.77778 0.77778 0.80247 0.79012 0.90123
FNR 0.22222 0.22222 0.19753 0.20988 0.098765
Precision 0.88413 0.87698 0.89294 0.88474 0.94134
FPR 0.098725 0.096363 0.08723 0.091797 0.043615
F1-Score 0.76911 0.76546 0.80099 0.78351 0.9112
MCC 0.73246 0.72993 0.76296 0.74651 0.88161
Specificity 0.90128 0.90364 0.91277 0.9082 0.95638
NPV 0.90128 0.90364 0.91277 0.9082 0.95638
Accuracy 0.82692 0.82692 0.84615 0.83654 0.92308

TABLE II. PERFORMANCE ANALYSIS OF PROPOSED APPROACH OVER TRADITIONAL OPTIMIZATION MODELS FOR DATASET 2

Measures Hybrid classifier
+ GOA [28]

Hybrid classifier
+ DHO [30]

Hybrid classifier
+ LA [29]

Hybrid classifier
+ SMO [27]

Hybrid classifier
+ CG-DU

FDR 0.079726 0.08453 0.21624 0.18211 0.04061
Sensitivity 0.85185 0.83951 0.78154 0.80837 0.93827
FNR 0.14815 0.16049 0.21846 0.19163 0.061728
Precision 0.92027 0.91547 0.78376 0.81789 0.95939
FPR 0.066604 0.072351 0.10698 0.092578 0.026374
F1-Score 0.86167 0.84829 0.78006 0.80903 0.94504
MCC 0.82455 0.81019 0.67806 0.7235 0.9247
Specificity 0.9334 0.92765 0.89302 0.90742 0.97363
NPV 0.9334 0.92765 0.89302 0.90742 0.97363
Accuracy 0.88462 0.875 0.79808 0.82692 0.95192

TABLE III. TABLE III. PERFORMANCE ANALYSIS OF PROPOSED APPROACH TO EXTANT CLASSIFIERS FOR DATASET 1

Measures SVM [18] CNN [17] RNN [26] DBN [24] LSTM [25] DCNN+
CG-DU [16]

Hybrid classifier
+ CG-DU

Specificity 0.7169 0.66667 0.74564 0.7169 0.72414 0.95204 0.95638
Precision 0.38179 0.4053 0.51319 0.38179 0.66658 0.94872 0.94134
Accuracy 0.49038 0.44231 0.53846 0.49038 0.53846 0.91968 0.92308
Sensitivity 0.40973 0.33333 0.47146 0.40973 0.45679 0.89744 0.90123
FPR 0.2831 0.33333 0.25436 0.2831 0.27586 0.047962 0.043615
F1-Score 0.36639 0.20444 0.45869 0.36639 0.39923 0.91162 0.9112
FDR 0.61821 0.33375 0.48681 0.61821 0.29128 0.051282 0.058664
NPV 0.7169 0.66667 0.74564 0.7169 0.72414 0.95204 0.95638
FNR 0.59027 0.66667 0.52854 0.59027 0.54321 0.10256 0.098765
MCC 0.18203 0.88915 0.25048 0.18203 0.37238 0.88044 0.88161

TABLE IV. TABLE III. PERFORMANCE ANALYSIS OF PROPOSED APPROACH TO EXTANT CLASSIFIERS FOR DATASET 2

Measures SVM [18] CNN [17] RNN [26] DBN [24] LSTM [25] DCNN+
CG-DU [16]

Hybrid classifier
+ CG-DU

Specificity 0.7169 0.66667 0.74564 0.7169 0.72414 0.95204 0.95638
Precision 0.38179 0.4053 0.51319 0.38179 0.66658 0.94872 0.94134
Accuracy 0.49038 0.44231 0.53846 0.49038 0.53846 0.91968 0.92308
Sensitivity 0.40973 0.33333 0.47146 0.40973 0.45679 0.89744 0.90123
FPR 0.2831 0.33333 0.25436 0.2831 0.27586 0.047962 0.043615
F1-Score 0.36639 0.20444 0.45869 0.36639 0.39923 0.91162 0.9112
FDR 0.61821 0.33375 0.48681 0.61821 0.29128 0.051282 0.058664
NPV 0.7169 0.66667 0.74564 0.7169 0.72414 0.95204 0.95638
FNR 0.59027 0.66667 0.52854 0.59027 0.54321 0.10256 0.098765
MCC 0.18203 0.88915 0.25048 0.18203 0.37238 0.88044 0.88161
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rate under varied measures. Therefore, from Table I, the
adopted scheme is higher accuracy (0.92308) that is higher
to the extant optimization approaches. In dataset 2, the
precision of the adopted scheme provides maximum value
as 0.95939 that is superior to the existing model.

E. Classifier Performance
Table III-Table IV determines the performance of the

implemented hybrid classifier +CG-DU model to the convo-
lutional classifiers for various learning percentage in dataset
1 and dataset 2. From the table, the presented hybrid
classifier +CG-DU scheme has attained higher accuracy for
both dataset. Then, the FNR value of the proposed CG-DU
method is lower with better performance over the traditional
classifiers including like SVM, CNN, RNN, DBN, LSTM,
and DCNN+CG-DU, respectively. The specificity of the
presented work for 1st dataset is 0.95638, which is superior
to extant classifiers. The negative metrics of the presented
hybrid classifier +CG-DU scheme are minimal than the
traditional classifiers. Thus, the proposed model has attained
the better performance than the extant classifiers.

8. CONCLUSION
This paper has implemented a novel predictive scheme

for AD by means of MRI image. Feature Extraction, Op-
timal Feature Selection, and Classification are all aspects
of the developed model. At first, the GLCM, Haralick
features and geometric Haralick features such as geometric
correlation and variances were taken out. Particularly, this
work carried out optimal feature selection using GOA
model. Then, the optimally chosen features were subjected
for classification by Hybrid Classifier that includes Op-
timized CNN and SVM, where the activation function
and the weight of CNN were optimally selected through
a CG-DU scheme. The final output was obtained from
the average of both CNN and SVM outcomes. Finally,
the implemented scheme’s performance compared to an
existing approach using quantitative measurements. When
looking at the graph, the adopted hybrid Classifier + CG-
DU scheme has attained minimal cost of ∼ 0.003 for data 1
than other traditional hybrid Classifier + GOA (∼ 1.14),
hybrid Classifier + DHOA (∼ 1.125), hybrid Classifier
+ LA (∼ 1.11), and hybrid Classifier + SMO (∼ 1.17)
models at 20th iteration. In addition, the adopted scheme
has attained higher MCC value (∼ 0.99), which was superior
to traditional models. The specificity of the presented work
for 1st dataset was 0.95638, which is superior to existing
classifiers.This research work is utilitarian in the medical
field concerning AD disease early and effective detection
through MRI images.
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