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Abstract: Sensors are randomly deployed in Wireless Sensor Network (WSN) and it is observed that the sensor density is increasing 

rapidly. Owing to which there is presence of similar forms of singular event data captured by different sensors. This problem of data 

correlation is closely associated with cluster formation process, in which energy efficiency is emphasized compared to data quality. 

Existing reviews show that clustering approaches require major revisions in order to ensure better data quality. Therefore, the 

proposed system introduces a clustering mechanism that uses data correlation as the essential parameter for the selection of 

clusterhead, in order to control the transmission of error-prone data packets during the process of data aggregation. Using analytical 

research methodology, the proposed system introduces three sequential clustering algorithms for ensuring better selection of 

clusterhead on the basis of best data correlation value. The simulated outcome of the proposed study shows that, it offers better data 

quality in contrast tothe existing system. 
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1. INTRODUCTION 

The utilization of the Wireless Sensor Network 

(WSN) has been consistently increasing owing to the 

beneficial factors associated with remote communication 

demands [1]. It offers the capability to sense various 

forms of physical as well as environmental attributes and 

transmits the collected data to the base station. The data 

transmission carried out by WSN is called as data 

aggregationwhere different sensors collect the data and 

forward the aggregated data to the sink using either single 

or multiple hop [2] [3]. The process of collecting the data 

is called as data fusion [4]. This entire process of data 

aggregation is actually initiated using clustering operation 

[5] which arranges the sensors in groups. Each group has 

one clusterhead and multiple member nodes. The 

clusterhead in each cluster collects the raw data from 

member node and performs data fusion in order to remove 

the redundancies. However, there are multiple problems 

in this process viz. i) a clusterhead can ascertain non-

redundant data from its own cluster but it cannot ascertain 

if the same data exists within other clusters, ii) usage of 

single hop-based routing will let forwarding of the fused 

data from individual clusterhead to sink where there will 

be no interaction with another clusterhead, thereby 

causing significant amount of communication overhead 

over the sink, iii) usage of multihop network will further 

increase the delay owing to selection of proper routes and 

hence may affect the data forwarding performance in 

large network. Therefore, clustering is the most essential 

part of operation in the data aggregation. According to 

various literatures e.g.[6] [7], it is said that clustering is 

important for performing energy-efficient communication 

in WSN; however there has been no discussion about how 

clustering also affects data quality, which is about 

uniqueness in  aggregated data from the clusterhead. 

Currently there are various algorithms that have 

claimed to improve clustering operation [8], [9]. These 

studies do not discuss about data quality or present 

enough evidence to highlight the influence of it. The 

research work [10] has associated data quality, with data 

clustering and data aggregation. It has been observed that 

existing studies do not have much emphasis on data 

quality or linked the data quality with data aggregation. 
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Thereis good number of possibilities that a same event 

and its corresponding information are trapped by different 

sensor nodes residing over different clusters. In such 

condition, both the clusterhead will treat the obtained 

information from the member node in a unique manner. 

An individual clusterhead will assume that it has obtained 

a unique raw data from the member node, it being 

unaware of the situation that same unique information is 

also trapped by other clusterhead. In such condition when 

they forward the aggregated message then the same 

message is obtained in the sink and thereby inducing 

communication overhead. Hence, data correlation is one 

of the mechanisms to find the degree of the similarity of 

the data arriving from different sensors. A distributed 

mechanism of computing data correlation could offer a 

potential check over the redundancies of data, which 

could be used for two purposes viz. i) controlling of 

communication overhead as well as ii) selection of 

clusterhead on the basis of data correlation factor. 

It is to be noted that existing approaches perform 

selection of clusterhead on the basis of residual energy 

and distance.These techniques donot control data quality 

as there is no information, if the neighboring nodes have 

similar forms of data. Hence, the contribution of the 

proposed system is to develop a novel data clustering 

approach that can offer improved significance to data 

quality in WSN. The proposed system uses data 

correlational factor for this purpose. The organization of 

the paper is as follows: Highlights of related work is 

carried out in Section 2. Briefing of research problem 

identified after reviewing the existing research is 

discussed in Section 3 followed by adopted methodology 

of research is discussed in Section 3.A. Implementation 

algorithms are presented in Section 4. Result discussion is 

carried out in Section 5 followed by summary of paper in 

Section 6. 

2. BACKGROUND 

This section discusses the existing research 
approaches towards data aggregation as a continuation of 
our prior work [11]. Existing approaches of clustering are 
more focused on using adaptive methods in order to 
address energy efficiency [12]. It is also seen that 
performance of clustering can be significantly enhanced 
by inclusion of correlation of the data [13]. The data 
aggregation concept resulted in increased forwarding of 
massive fused data and hence compression became 
inevitable. Chidean et.al [14] have used compressive 
sensing as well as wavelets in order to streamline the data 
aggregation. The Study towards quality of the sensory 
data in [15] uses principal component analysis. Harb et al. 
[16] have presented a rotation strategy of the clusterhead 
with a target to obtain higher network lifetime. The work 
in [17] discusses the significance of the special data 
aggregation technique using statistical approach. Usage of 
k-means approach improves the performance of energy 

efficiency in WSN as seen in the work of [18]. 
Application of time-series is found to improve the process 
of data aggregation considering single-hop [19]. Usage of 
learning-based methods claims to offer better clustering 
performance. This fact is emphasized in [20] where the 
authors have used self-organizing map in order to improve 
the clustering performance in WSN. The study outcome 
showed that self-organizing map offers best performance 
as compared to other existing methods. The concept of 
optimization is implemented in [21] where network-based 
cost factor is highlighted. The said cost factor helps to 
minimize the communication overhead in WSN. Raja and 
Datta [22] have introduced privacy-protection for securing 
data aggregation process. The work of [23] brings-in a 
unique scheduling scheme towards an efficient power 
control during clustering operation. Sasirekha and 
Swamynathan [24] have presented a routing-based 
approach considering mobile agents for energy efficiency 
in WSN. Nearly similar direction of the work has been 
carried out by the authors of [25].They use a typical 
routing approach to improve the network lifetime of 
WSN. Usage of compressive sensing is seen in the work 
of [26] where the signal quality was found to be better. 
The work of [27] has used tree-based approach for 
enhancing the query management in dense traffic. Vancin 
and Erdem [28] have assessed the clustering performance 
for different energy efficient algorithms in heterogeneous 
network. It is also noted that there are certain security 
techniques that emphasize on security aspect of data 
aggregation methods with better communication 
performance [29]. Usage of principal component analysis 
is proven to offer better redundancy management 
[30].Homomorphic encryption is also found to retain good 
security balance as well as network balance [31]. Hence, 
there are various mechanisms to offer improvement in 
performance of data aggregation in WSN. The next 
section presents brief discussion of problems that are 
found unsolved in existing system. 

3. RESEARCH PROBLEM 

The unsolved problems associated with data 
aggregation are as follows: 

• Existing data aggregation mechanism is loosely 
associated with data correlation as well as data 
redundancy which results in poor data quality. 

• Selection criteria based on similar higher residual 
energy is less emphasized in clusterhead selection 
in existing research papers.  This is flawed from 
design viewpoint. 

• There is less improvement in the concept of data 
correlational factor from the viewpoint of large 
traffic due to which the data quality degrades. 

• Currently used techniques lack thecost effective 
data analysis mechanism while performing data 
aggregation in WSN. 
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The statement of the problem associated with review 
work is “Developing a computational model for 
performing clustering operation in order to enhance the 
data quality using data correlation factor in WSN over 
challenging environment.” 

A. Proposed Solution 

The prime aim of the proposed study is to design and 
develop a novel method that can perform effective data 
aggregation with the aid of a novel clustering mechanism. 
The novelty of the proposed system is that it performs 
dynamic selection of clusterhead on the basis of the data 
correlational factor. The proposed scheme of 
implementation is shown in Fig.1. 

 

 

 

 

 

 

 

 

 

Figure 1.  Proposed Flow 

The proposed system implements analytical research 
methodology where a novel clustering method has been 
introduced in order to retain superior degree of data 
quality. Unlike the existing systems, the presented system 
performs the selection of clusterhead on the basis of data 
correlational factor. The prime concept introduced in our 
work is that, if data correlation factor of the sensors are 
computed then, a progressive search happens towards the 
best correlation factor that leads to selection of best 
clusterhead with unique and non-repeating data. At the 
same time, the nodes that are not selected as a clusterhead 
will be treated as candidate clusterhead and  will, still be 
considered for correlation analysis in order to eliminate 
any form of uncertainties while computing final 
correlation value. This phenomenon assists in 
consideration of any form of dynamicity of the topology 
in case of variable location of base station. This also 
assists in confirming nearly similar performance of the 
clustering, as well as assurance to equivalent data quality 
irrespective of any position of the base station. The 
essential contribution of the proposed system is that, it 
should reduce the flow of the similar data stream which 
are evaluated on the basis of the data correlational factor. 
This process offers a good balance between data quality 
and performs good optimization of the resources resulting 
in efficient data aggregation. 

4. ALGORITHM IMPLEMENTATION 

The prime purpose of the proposed system is to 
introduce a clustering approach that utilizes optimal value 
of data correlation for carrying out clustering operation. 
The clustering operation is carried out in such a way 
thatthe final outcome leads to superior quality of 
aggregated data over the base station. For this purpose, 
four discrete algorithms are formulated that leads to better 
form of data quality. Discussions of these four algorithms 
are as follows: 

A. Algorithm for generation of Proximity Node Buffer 

This algorithm is mainly responsible for deploying the 
sensors in the simulation area in random fashion. 
However, it also constructs a routing memory that is 
utilized for evaluating the information of the data 
associated with data quality. The steps of the algorithm 
are as follows: 

Algorithm for Generation of Proximity Node Buffer 

Input: A (simulation area), n (sensors), BS (base 

station) 

Output: rmem(routing memory) 

Start 

1. init A, n(x,y) 

2. A→rand(n, BS) 

3. Construct rmem(dval, nad, ntype) 

4. dmap→d/argmax(d) 

5. For i=1:n 

6.    ix→f(edis≤Trange) 

7. End 

8. update rmem 

End 
The algorithm takes the input of A (simulation area), n 

(sensors) with unique positions (x, y), and BS (base 
station), which after execution results in rmem (routing 
memory). An interesting part of the implementation is that 
it offers random placement of base station unlikely 
existing approaches (Line-2). This leads to formation of 
the routing memory (Line-3) which is characterized by 
actual value of data dval, adjacent nodes nad, and type of 
sensor ntype. In line-4, the data d is computed by 
evaluating averaged effective data. The proposed system 
further performs assessment in order to find the adjacent 
nodes using the condition shown in Line-6. The algorithm 
checks for unique distance using function f(x) if the 
Euclidean distance edis between two sensors is less than 
transmission range Trange (Line-6). Finally, the routing 
memory is updated in order to obtain the proximity node 
buffer information (Line-8). 

B. Algorithm for Primary Clustering 

This algorithm initiates the clustering operation on the 
basis of correlation value. The goal of this algorithm is to 
perform selection of cluster head and distinguish it from 
non-clusterhead while in the process of initiating 
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clustering operation. The steps of this algorithm are as 
follows: 

Algorithm for Primary Clustering  

Input: n (sensor),  

Output: rmem  

Start 

1. For i=1:n 

2.     Δd<ThresDM  

3.    χ++ 

4. End 

5. qcorr→g(n, α, ThresDM, d) 

6. If qcorr≠0 

7.    ni→rmem 

8.    compute intracl, intercl. 

9.    update rmem 

End 
The algorithm takes the input of n (sensor) which 

undergo processing of clusterhead selection operation.  
For all the sensors (Line-1), the algorithm obtains the 
effective distance Δd between individual sensor and 
proximity nodes, whose information can be obtained from 
routing memory rmem in first algorithm. It is initially 
compared with the threshold of data matrix ThresDM 
(Line-2) which ensures that whatever data is considered 
for the evaluation, should reside within the maximum 
limit of the memory. The algorithm maintains a counter χ 
which keeps a track of frequency of the data being 
populated in the routing memory (Line-3). The algorithm 
increments χ followed by comparison of α value. This step 
is focused on retaining the minimum score of the data 
point as the cut-off. The algorithm applies a function g(x) 
for the computing the quantified correlation using the 
input arguments of n (sensors), α (cut-off), ThresDM 
(threshold for data matrix), and d (data) (Line-5). After 
computing the quantified correlation qcorr, the algorithm 
checks if there is a presence of positive value of qcorr 
(Line-6). For positive case of qcorr, the algorithm 
progressively checks if the effective data distance Δd is 
within the threshold of data matrix. Algorithm uses this 
information to construct matrices intracl and intercl. If the 
data distance is within the threshold limit the shortlisted 
nodes become a part of same cluster i.e. intracl or else it 
is considered to be a part of different cluster intercl. All 
the shortlisted nodes are retained in a matrix intracl and 
intercl (Line-8).  While doing this computation, the study 
considers updating the routing memory simultaneous for 
all the proximity sensors (Line-6 and Line-9). However, 
the process flags the node as non-clusterhead when the 
qcorr value is found to zero. 

C. Algorithm for Secondary Clustering 

This is the continuation of the primary algorithm that 
is responsible for further confirming the formation of the 
clustering process. The algorithm assists in the formation 
of an internal message to be used in the clustering process. 
The algorithm is also followed by an effective 
management of the memory system in order to ensure that 

they have optimal utilization of the memory. Comparison 
of the quantified correlation is carried out on this 
perspective to formulate final clusters along with the 
presence of the unique cluster and non-cluster nodes. The 
steps of the proposed algorithm are as follows: 

Algorithm for Secondary Clustering 

Input: n (sensor) 

Output: groupmem (group memory) 

Start 

1. If qcorr≠0 

2.    nmem→[nmem(intercl, intracl),msg] 

3. End 

4. For j=1:size(n) 

5.    msg(ni)→qcorr(j) 

6.    nmem→[nmem(j), msg] 

7.    For k=1:length(internode) 

8.         If qcorr(internode(k)>qcorr(k) 

9.             highCorr→internode(j),qcorr(internode(j)) 

10. For l=1:size(nodebuffer) 

11.       If nodebuffer(l))=1 

12.           groupmem=(groupmem(l), nodebuffer(l)) 

13.       End 

14. End 

End  
The algorithm initially constructs a temporary memory 

system for all the nodes based on which the finalization of 
the qcorr value is carried out. The advantage of this 
algorithm is that it offers a good balance between the 
extraction of a unique correlation value as well as good 
control of memory overhead. If the correlated value is 
found to be positive (Line-1) than the algorithm considers 
all the sensors that are part of different clusters i.e. intercl 
as well as all the sensors that are part of same cluster as 
intracl. For all the sensors (Line-4), the algorithm 
constructs an internal message msg where both the type of 
nodes is considered. A temporary node memory system 
nmem matrix is constructed (Line-2). The algorithm 
checks for the size of node buffer by accessing all sensors 
(Line-4). This step initiates the forwarding of the message 
of proximity nodes with respect to the qcorr value. The 
algorithm further updates this updated value of the nmem 
and internal message msg. The algorithm then considers 
all the nodes of different clusters and checks if the present 
correlation value of the sensors is higher than the 
quantified correlation. The algorithm then computes the 
highest value of the correlation (Line-8 and Line-9). 
Similar computation is also carried out for nodes within a 
cluster also. Finally, the algorithm accesses the routing 
memory for all the size of the memory of the node (Line-
10). If the value of the node buffer is found to be 
maximum i.e. 1 (using probability), then the group 
memory matrix is formed which retains information about 
entire local cluster system with respect to the nodebuffer 
(Line-12). The interesting part of this algorithm is that it is 
capable of assessing all the sensors followed by the 
extraction of the discrete and unique group memory, 
which contributes to further memory saving, as well as 
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faster process of data aggregation as only non-repeating 
values of data will be stored in the message. Another 
beneficial part of this algorithm is that it performs 
spontaneous update of the routing memory thereby 
making the process of data aggregation faster and unique. 

D.  Algorithm for Tertiary Clustering 

This is the final stage of correlation-based clustering 
process, which is responsible for finalizing the ultimate 
selection of clusterhead. The algorithm mainly search for 
the best clusterhead ID and selects the candidate nodes 
from group memory from prior algorithm followed by 
further updated version of the data correlation to confirm 
its selection of the clusterhead. The significant steps of the 
proposed algorithm are as follows: 

Algorithm for Tertiary Clustering 

Input: n (sensor) 

Output: ch (finally selected clusterhead) 

Start 

1. For i=1:n 

2.    For j=1:length(gindex) 

3.        [qcorrhigh, ID]→argmax(tqcorr) 

4.        If qcorrhighj>tdatacorrj 

5.                thighID→tqcorr() 

6.        Else 

7.               highID→[highID thighID] 

8.    End 

9.    If tdatacorr≠highID 

10.     highcorr→[highID highqcorr] 

11.  End 

12.  If qcorr≠0 

13.      difference=|d(i)-d(tdatacorr)| 

14.      ch→unique(CHID) 

15.   End 

16. End 

End 
The algorithm takes the input of all prior parameters 

that after processing leads to confirmation of the 
clusterhead ch. Initially the algorithm constructs a 
temporary memory for all the sensors (Line-1), followed 
by computation of highest correlation value of each node 
and stores it in temporary memory tdatacorr (Line-3 and 
Line-4). If the value of new correlation tdatacorr is not 
found to be equivalent to sensorsthen reformulation of the 
clustering takes place which further updates the newly 
constructed memory. This operation assists in highly 
reduced memory consumption. The algorithm then 
constructs a matrix tqcorr with respect to newly 
formulated memory where using maximum arguments 
formulation, highest value of tqcorr is obtained and stored 
in qcorrhigh matrix along with the identity of the 
candidate clusterhead (Line-5). If the value of the highest 
quantified correlation qcorrhigh is greater than currently 
computed data correlation tdatacorr then a temporary 
candidate clusterhead thighID is obtained (Line-5). 
Otherwise the candidate clusterhead is selected on the 

basis of tdatacorr only (Line-5 and Line-7). If the 
tdatacorr is found not matching with recently selected 
best candidate node highID (Line-9) then highest 
correlation is computed on the basis of highID and highest 
correlation value highqcorr (Line-10). The next part of the 
algorithm implementation is followed by classification of 
the clusterhead from candidate clusterhead on the basis of 
the current correlation value. Therefore, the final steps of 
implementation of the algorithm checks for all the sensors 
(Line-12) with a positive quantified correlation qcorr. 
This is followed by computation of difference of the data 
correlation value in order to obtain updated correlation 
value. The difference is obtained between current data and 
recently computed correlated data (Line-13).  This step is 
followed by selection of the unique clusterhead with 
respect to its identity (Line-14).  

One of the interesting parts of the implementation of 
the tertiary clustering process is that it carries out the final 
classification of the nodes with unique correlated data. 
The idea is mainly to perform a final check over the 
correlated value of the candidate clusterhead with the 
recently updated correlation value for all the proximity 
sensors. This operation is highly progressive ensuring the 
selection process of the clusterhead from many candidate 
clusterhead with nearly distinct correlated data takes place 
with lesser delay. 

Added to this, the memory usage is negligible as a 
large number ofintermediary temporary matrices 
constructed get discarded and their heap memory is 
released while the correct clusterhead is chosen at the end 
step.This operation offers higher degree of control over 
the computational complexity associated with the buffer 
management that finally results in a unique clusterhead 
with possession of uniquely aggregated data. Therefore, 
all the four sequential process of algorithm 
implementation results in higher quality of data. 

5. RESULT ANALYSIS 

The analysis of the proposed study towards retaining 
better performance of data aggregation in WSN is carried 
out using MATLAB. The implementation of the proposed 
logic was carried out considering 500-1000 sensors with 
communication radius of 6 meters. The study considers 
both the threshold values to be within the range of 0.1-2 
i.e. T=0.1-0.3 and α=2. The simulation outcome is shown 
in Fig.2. 

According to Fig.2, it shows that during initial 
clustering the proposed system formulates a set of 
neighboring nodes among all the deployed nodes that are 
spatially located from base station. According to the 
primary optimization execution, the cluster is finalized 
with a tentative clusterhead as well as member node. The 
communication between the member node and the 
clusterhead is initiated during the secondary optimization 
technique, which is then followed by confirming all the 
communication links in the form of intra-clustering and 
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inter-clustering operation.This proposed system also 
performs multi-hop communication system between two 
different clusters and this operation is continued for all the 
cycle of data aggregation. 

 

Figure 2.  Visual Outcomes of Proposed Simulations 

The data correlation factor is ascertained and 
computed in all the simulation rounds and the node with 
higher value of data correlation is used for candidate 
clusterhead, while the finalization is carried out by 
confirming the clusterhead node (pink nodes in Fig.3) and 
quarantined node (yellow node in Fig.3). Only the indexer 
node is considered to be acting as finalclusterhead which 
significantly reduced the simulation time and increases 
higher degree of data quality. 

 

Figure 3.  Proposed Data Aggregation 

It is clear that proposed study uses the concept of 
primary and secondary clustering for carrying out unique 
data aggregation to forward non-redundant data as well as 
quality-oriented data. The study outcome of proposed 
system was evaluated with respect to weight-based 
clustering and hierarchical clustering. The proposed study 
implements an analytical modeling using simulation-
based approach retaining equivalent performance 
parameter over the comparative analysis.  An iterative 
mechanism was applied in order to assess the degree of 
consistency. The proposed system performs dispersal of 

the sensor over the simulation area in a highly random 
fashion and hence it is imperative to have error 
performance to have slighter variation. Iterations from 50-
3000 have been carried out in order to explore all sorts of 
changes over the existing hierarchical clustering approach 
as well as weight-based clustering approach. However, no 
significant changes were observed after analysis is 
completed. The alterations of the peaks of curve ofthe 
proposed system are highly negligible. 

 

Figure 4.  Performance Comparative Analysis of Error 

The outcome shown in Fig.4 highlights that the 
proposed system offers much less degree of variation. The 
magnified version of the outcome of curve of proposed 
system was shown in Fig.5 to find that the variation of 
error is between 0.1-0.140 in max, which is completely 
within tolerable limits. 

 

Figure 5.  Magnified Visualisation of Error 

Added to this it has also been also found thatthe 
proposed system offers faster processing speed of 0.54322 
second as compared to the existing system of average 
6.43342 seconds over normal core-i3 processor for 3000 
rounds of simulation trails. It is observed that the use of 
data correlation results in forwarding of error free data 
packet during data aggregation process effecting in faster 
operational time with lower memory consumption in a 
WSN system. 
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6. CONCLUSION 

This paper presents a discussion of a novel and simple 
clustering algorithm that performs selection of the 
clusterhead.Unlike otherconventional clustering 
mechanism, the proposed system performs selection of the 
clusterhead on the basis of the data correlational factor 
where significant reduction in routing time is established 
due to routing memory. According to this data 
aggregation process, not all sensors are involved in data 
forwarding process. In fact, only a set of indexer node is 
selected that has higher data correlation with its 
neighboring node and only that node is permitted to 
forward data on behalf of other non-indexer node. This 
saves computational resources, retains uniqueness with 
higher data quality, and offer faster data aggregation 
process. The study outcome shows that proposed system 
offers better data quality and faster processing time in 
contrast to existing clustering technique. 
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