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Abstract: This work consists of deploying a system for Speaker Identification (SI). SI is a system of recognition of the speaker’s
speech signal. The most important thing in SI is to have a system that is able to extract and learn discriminative and relevant
features for classification. Most research on SI has shown the effectiveness of Perceptual Linear Predictive (PLP) and Mel-Frequency
Cepstral Coefficients (MFCC). Nevertheless, these extraction techniques exhibit identification errors when the speech signal is complex.
To overcome this problem, this study proposes two features extraction techniques. The first technique uses Mel-Frequency Energy
Coefficients (MFEC), the second technique is a hybrid approach combining MFEC and Convolutional Neural Network (CNN) used as
features extractors. SI was performed using the features derived from the speech signals in the Voxforge database by both classifiers,
namely CNNs and eXtreme Gradient Boosting (XGBoost). The proposed hybrid model using XGBoost-CNN achieved an accuracy of
99.45% demonstrating the effectiveness of this combination for SI. Moreover, a comparative study was carried out and revealed that the
proposed model provided promising results and outperformed the existing methods in the literature using the Voxforge database.
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1. Introduction

Over time, technology is becoming much more present
in our life, and human beings have become accustomed to
manipulating these tools with great ease, they will even
become dependent on them. Biometrics is one of these
methods that are becoming indispensable to man. There
are several forms of biometrics, including face,finger print,
retina, voice, etc. Voice biometrics is one of the most
important technologies, it has the advantage of being able to
be used remotely using a simple phone for example. Voice
biometrics is closely related to speaker recognition [1], [2],
[3], [4], [5], [6], [7], which considers the unique features
found in a speaker’s speech signal. Speaker recognition
is expanding in various applications, such as fast access
control systems, [8], [9], [10], [11]. online transactions,
multimedia and personalization, speech data management,
computer access control [12], mobile banking, and mobile
shopping [13]. Speaker recognition counts authentication,
verification, and identification.

The most important step in the automatic speaker iden-
tification process is features extraction. Several features
extraction techniques for the Speaker Identification (SI) task
are used by researchers, such as Perceptual Linear Predic-
tive (PLP), Linear Predictive Codes (LPC), Mel Frequency
Cepstral Coefficients (MFCC) [14] etc. The step following

the features extraction is called the modeling step, which
allows the SI. Several traditional techniques are used such
as modeling with the Gaussian Mixture Models (GMM),
and Hidden Markov Model (HMM) [15], [16], [17], [18],
[19]. These modeling methods have been compared in
several works [20], [21]. Hybridization methods have been
considered in this field to optimize performance [20], [21],
[22], [23], [24], [25]. Classification algorithms provide
better results for identification when the extracted features
are distinctive and relevant, which rounds the extraction
step a very important step in the SI process. Several works
on SI have shown the effectiveness of PLP and MFCC.
Nevertheless, these extraction techniques have identification
errors when the speech signal is complex. To remedy the
constraints of the mentioned techniques, we propose in this
paper to use the logarithmic energies obtained directly from
the energy filter bank to obtain Mel Frequency Energy
Coefficients (MFECs). The MFECs coefficients are injected
in the Convolutional Neural Network (CNN) model for
an additional feature extraction phase, to obtain a better
representation of the features. This study proposed three
architectures for SI. The first two architectures used the
new hybrid (MFEC-CNN) features extraction scheme. For
the classification phase, one of the architectures used deep
learning (CNNs). The second architecture used the model
eXtreme Gradient Boosting (XGBoost) as a classifier. The
third architecture used only one feature extraction method
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(MFEC) and the XGBoost for classification.
The major contributions of this work are:
1- Propose a feature extraction method that uses logarithmic
energies derived directly from the filter bank for speaker
identification.
2- Develop a new hybrid (MFEC-CNN) feature extraction
scheme with the XGBoost classifier.
3- Compare the fit of the suggested model that employs the
hybrid feature extraction approach at two levels with the
one-level extraction approach.
4- Improve the SI performance compared to literature.

This article is organized as follows: Section 2 sum-
marizes the related work.section 3 explains aspects of
speaker recognition. The feature extraction and classifica-
tion techniques used in this work are presented in Section 4.
Section 5 explains the systems used in this paper. Section 6
reports the results obtained from the various systems used.
Section 7 ends with a conclusion.

2. RelatedWork

Through automation and the development of services,
and devices, access and control, research has accelerated
to meet the needs of the industry and has been directed
towards the creation of reliable and rigorous systems. The
use of voice is the easiest (can be used remotely) and most
reliable (voice is unique to each individual) way to meet
these needs. Several works have been designed for voice-
based systems such as SI systems. Soleymanpour et al. [26]
used the clustering-based MFCCs technique injected into
Artificial Neural Networks (ANN) classifier. They proposed
two methods for obtaining the MFCCs feature vectors
with the highest similarity. The accuracy rate in this study
reached 93% for the ELSDSR dataset. The execution time
is reduced to 20%. Sekkate et al. [27] used the technique
of fusing wavelet components and Gammatone Frequency
Cepstral Coefficients (GFCC) to train the Support Vector
Machines (SVM) for SI. This algorithm reached a precision
rate of 92.66%. In the paper of verma et al. [28] the wavelet
transform was used to capture the frequency variation over
time, and the MFCCs features were used to approximate
the base frequency information. The K Nearest Neighbor
(KNN) classifier on the Voxforge dataset made the fusion
evaluation. The performance of the designed system was
improved. Jahangir et al [29] presented a hybridization
of MFCC and temporal coefficients (MFCCT). This hy-
brid method allowed a better representation of speaker-
related features, which were subsequently identified with
a Deep Neural Network (DNN). The model resulted in
a considerable accuracy rate. Nidhyananthan et al. [30]
injected Relative Spectra–Mel Frequency Cepstral Coeffi-
cients (RASTA–MFCC) features into a GMM classifier. The
system used short duration data achieved 97% of accuracy.
The problem is that this accuracy may not be achieved
with longer duration data. In the work of Leu et al. [31] a
phonetic speaker model has been established for SI based on
MFCC for voice feature extraction, and the GMM model as

a modeling technique. This study concluded that the SI rate
is high when test voices are also used for model learning.
Sekkate et al. [32] used a hybrid features extraction method
using MFCC and Stationary Wavelet Transform (SWT). The
classifier KNN is used for classification. The SI system
in this work achieved a 92.8% rate in clean conditions
and an accuracy rate of 81.80% in a noisy environment.
This study has shown that using SWT rather than Discrete
Wavelet Transform (DWT) in feature extraction gave better
results. In the work of Zulfiqar et al. [33] speaker features
have been extracted by MFCC technique. Vector Quantiza-
tion (VQ) technique was used by Linde-Buzo-Gray (LBG)
algorithm as a modeling technique. For the evaluation of
this algorithm, two databases have been used in a noisy
environment. Different manipulations in this study have
shown that the accuracy rate is related to the sampling
frequency and the number of VQ vectors. The identification
accuracy reached 100%. This rate was obtained for the
highest number of VQ vectors (64 vectors) and the highest
sampling frequency 11025 Hz. Nassif et al. [34] proposed
a method for SI in a noisy and emotional speech environ-
ment. They first used a noise reduction technique based
on Computational Auditory Scene Analysis (CASA). Then
they used a hybridization between the GMM and the CNN
for emotion identification and recognition. The performance
of this system was evaluated with different databases; the
results of this model have been promising. The study of
Abdulwahid et al. [35] aimed at identifying legal speakers.
The system employed used the Arabic language and allowed
noise reduction. The steps in this work consisted in applying
the MFCC and VQ on the sentence of the legal speaker
to obtain the feature vector which was then used for the
identification using the Logistic Model Tree (LMT). This
model provided an accuracy of 91.53%. KNN algorithm
was also used in this work and gave an accuracy of 94.56%.
In the work of Rahman et al. [36] , the data used were text
independent. Static prosodic features and dynamic prosodic
features were extracted and trained by a DNN for SI.
Static prosodic features gave a better accuracy than dynamic
prosodic features, but the combination of both gave the best
accuracy rate, which was 87.72%. In the work of Shihab
et al. [37], a combination of CNN and Grid Recurrent Unit
(GRU) was proposed for the feature extraction step for SI
in a real environment. This step has been enhanced by a
feature selection technique that sorts out the most relevant
features. The method provided an accuracy rate of 93.51%.
In the work of Ghiurcau et al. [38] SI was evaluated under
different emotional states of the speakers with the Berlin
database which contains different emotional states. For this
purpose, MFCC was used for feature extraction and GMM
for feature vector modeling. The results were good and
increased up to 98% when the system used the different
emotions during the training phase. In the work of Yadav
et al. [39] the wavelet transform was used for SI. Silences
were removed by a preprocessing phase; DWT-based MFCC
and traditional MFCC were used for feature extraction. VQ
was used to compare between the obtained vectors and
the reference vectors, and the LBG algorithm was used to
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determine the identity of the speakers based on a certain
threshold. The method adopted resulted in an accuracy rate
of 85%. Although the literature has shown that MFCCs
were the most suitable features for speech recognition, the
results obtained so far for automatic SI were not promising.
To improve the accuracy rate, this work proposed new
MFEC features and a two-level feature extraction step.

3. Speaker Recognition Process

Automatic Speaker Recognition (ASR) is the process
of extracting the identity of a speaker with the help of a
machine from his voice signal. This task using the speech
signal is robust because this signal is unique and specific
to each individual. The speech signal is characterized by
two types of variability, an intra-speaker variability due to
medical conditions or advancing age, and an inter-speaker
variability due to the physical and anatomical differences
of the speech apparatus.

There are two operating modes in speaker recognition
schemes, text independent and text dependent. The text-
dependent mode has a higher security aspect because it
limits recognition to a specific number of words, which
the system must learn. The speaker-independent system can
recognize a speaker with any spoken word. It is less accurate
and more flexible than the speaker-dependent system. In
addition, speaker recognition includes several issues, mainly
identfication and verification. Speaker identification is the
ability to identify a speaker statement from a group of previ-
ously defined statements in the database. The identification
is a multiclass classification (Figure 1). The verification
consists of checking whether the speaker’s identity is what
it claims to be. The verification is a binary classification
(acceptance or rejection).

The process followed in ASR starts with the preprocess-
ing of the raw audio data, provided by the database. The
next step is very important, it consists of feature extraction.
There are several parameterization techniques [40], [41].
The feature extraction provides feature vectors that serve
as input for the next phase and allow to have a good clas-
sification, and consequently a good recognition. Figure 2
resumes the speaker recognition task.

In our model design, we have used the MFECs co-
efficients as features. This technique is presented in the
following section.

4. Methodology

A. Mel Frequency Cepstral Coefficients

This work is based on the identification of the speaker
using machine learning and deep learning techniques. A
set of vocal signals of speakers with acoustic characteris-
tics based on MFCC were used, which allows a compact
representation of the data. Several studies have shown that
MFCCs provided good results for ASR [42] , but also for

Figure 1. Automatic speaker identification process

Figure 2. Speaker recognition process
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speaker identification [43] . The MFCCs coefficients give
a very good illustration of the phoneme produced due to
their efficiency in reproducing the envelope of the power
spectrum, where the vocal tract appears. Obtaining the
MFCCs coefficients involves a series of calculations applied
to the power spectrum. The first of which will increase the
energy of high frequencies and avoid false extraction of
the characteristics. The first stage, known as pre-emphasis,
whose equation for the applied filter is as follows [44] :

X(t) = z(t) – a z (t - 1) (1)

Where a = [0.95, 0.98]

The segmentation of the signal is applied to have several
signals of very short duration or they can be considered
quasi-stationary [45] which means that the signal is stable.
This operation leads to a distortion of the signal which
leads to an operation of multiplication by weighting window
to find continuous signals. In the broad field of speaker
recognition, the windowing step is often done by using the
Hamming window W. It minimizes spectral distortion by
minimizing the ends of the frame to increase the continuity
of the signal. Its equation is given as follows [46] :

W(n) = 0.54 − 0.46 cos
[

2πn
N − 1

]
, 0 ≤ n ≤ N − 1 (2)

Where N represents the number of samples. The Fast
Fourier Transform (FFT) is used to convert samples to the
frequency domain, as follows:

Z2(n) =
N−1∑
k=0

Z1(k)e−iωn/N (3)

Where, n = 0,1,2,..., N -1.

To obtain the spectrum, a simple calculation that consists
of taking the square of the magnitude of each frequency
component is performed as follows:

Z3(n)= (real (Z2(n)))2 +(imag (Z2(n)))2 (4)

The spectrum smoothing must be performed using a series
of filters called filter bank to keep only the envelope of the
spectrum to which we are interesting, and also to decrease
the dimensions of the spectral vectors. This group of filters
is a succession of band-pass filters of triangular shape
aiming to increase the energy of low frequency signals and
to decrease that of high frequencies, so that the signals
match the evolutions of the Mel scale. The latter has a
strong coherence with the frequency scale of the human
ear, its equation is given by [47] :

FMEL =2595× log10(1+fHz/700) (5)

Figure 3. MFCC feature estimation

The logarithm of each previous value is calculated as
follows:

Z5(n), = ln (Z4(n),) où 0 ≤ n < k. (6)

The last step of this technique is the application of the
Discrete Cosine Transform (DCT) which allows returning
to the time domain :

Z6(n) =
k∑

k=1

Z5(k) cos
[
n
(
k −

1
2

)
π

k

]
, n =1,2, 3, . . . , k (7)

The result of this DCT is the so-called the MFCC coeffi-
cients. The components that carry little information related
to the speaker are excluded such as the average value of the
input signal, and thus only the highly representative vectors
are used [48] . The calculation of the MFEC coefficients
is similar to the calculation of the MFCC coefficients,
but without the last operation which is the calculation of
the DCT. The flowchart of this calculation is presented in
Figure 3.

B. Convolutional Neural Network

The human was strongly inspired by the world around
him for the design of various algorithms, such as machine
learning. Deep learning based on the behavior of human
neurons is part of machine learning. In this subset belong
CNN. The connection between neurons in such a network
is inspired by the visual cortex of animals. CNNs were
first presented by Yan Le et al. [49] . In this last decade,
CNNs have seen success due to the results they achieved
for recognition and classification of images. CNN is a DNN
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with a double function, it allows in a first step the extraction
of features and in a second step, the classification (Figure 4).
CNNs use the concept of weight sharing to decrease the
number of parameters in the training phase, which leads to
a reduction in the memory space consumed and therefore in
the computation time [50] . The concept of translational in-
variance allows CNN to reveal the class membership of the
input, despite the translations that may occur in the network,
thus reducing the complexity of its structure. A typical CNN
network is composed mainly of convolution filters to which
the weights are adjusted during the learning phase by the
backpropagation algorithm [51] . This algorithm minimizes
the output error compared to the training values. The convo-
lution is an addition/multiplication sequence, which results
in linear output values. Thus, a ReLU function written as:
R(y) = max (0, y), overcomes this problem by suppressing
negative values, which forces the neurons to return positive
values. Generally, after each one or two convolution layers,
there is a pooling layer employed. It helps to minimize the
fitting and keep the model simple. Several types of pooling
can be employed such as maximum clustering or average
clustering. This step allows to replace several values by one,
and thus pooling also participates in reducing the size of
the network. Fully Connected (FC) layers are Multi-Layer
Perceptrons (MLP), i.e., Neural Networks (NN) containing
several hidden layers, called computational layers, as well
as input and output layers. The FC layers perform a
weighted sum of the entry values, each with its weight. The
FCs apply an activation function. Generally, for a multiclass
task like the SI task, the activation function used is the
Softmax function which is given by Equation 8:

so f tmax
(
z j

)
=

ez j∑k
k=1 ezk

, j = 1, 2, . . . (8)

Where Zi represents the output of j, eZ
j is the exponential

value of Z j and k is the constituent of vector Z

C. EXtreme Gradient Boosting

EXtreme Gradient Boosting [52] or briefly called XG-
Boost is an algorithm that belongs to the family of ensemble
classifiers. This algorithm brings higher performance and
speed. For this purpose, it is advisable to use decision trees
(weak), which are boosted by the gradient. The type of
decision tree in such algorithm is a group of Classiffication
And Regression Trees (CARTs). These trees are added
sequentially by applying the adaptive strategy, which allows
for corrections and minimization of the loss function [53].
This repetitive process stops only when the objective func-
tion finds that no further improvement can be brought,
making this algorithm sensitive to overfitting. On the other
hand, the XGBoost model performs the missing values
processing as well as the parallel processing. During the
learning phase, this algorithm presents, mainly, efficiency
of resources in time and memory. Currently, it is one
of the most robust recognition algorithms. This algorithm
provided high accuracy rates in various works related to

speech classification [54], [55]. Given supervised learning
in XGBoost algorithm, the model that allows the prediction
of target variable yi by input variablesxi is given by:

Ŷi =

N∑
N=1

sN (zi) ,sN ∈ S (9)

With:

N represents the number of trees.

fN refers to the function of the Nth tree in S .

S represents the functional space of the tree.

During training, each tree trained has the role of com-
pleting the residual so far, hence XGBoost minimizes the
following regularized objective:

L =
n∑

i=1

l(yi, ŷt
i) +

t∑
i=1

Ω ( fi) , (10)

L refers to the loss function. In addition, Ω is the regularized
term.

With:

Ω( f ) = γT +
1
2
λ

T∑
j=1

w2
j (11)

Where T is the number of leaves, and w j represents the
score of the jth leaf. When the regularization term γ has
reached the optimum state, the gradient descent is used for
different loss functions.

5. ProposedMethod

The proposed method uses the logarithmic energies
obtained directly from the energy filter bank to obtain
the MFECs. The MFECs coefficients are injected into the
CNN network for another features extraction step to get a
better illustration of the features. This study proposed three
architectures for speaker identification. The first two archi-
tectures used the new hybrid features extraction scheme
(MFEC-CNN). For the classification phase, one of the
architectures used deep learning, specifically CNNs, and
the other architecture used XGBoost as a classifier. The
third architecture used a single feature extraction method
(MFEC) and XGBoost for classification. This one allows
to see the importance of good feature extraction using the
hybrid method. The proposed architectures are presented in
Figure 5. The hyperparameters used in the proposed CNN
are given in Table I.

The proposed CNN architecture consists of seven convo-
lution layers and four pooling layers, followed by two fully
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Figure 4. Convolutional neural network

Figure 5. Identification model

connected layers. All convolution layers used filters of size
(3×3) with stride = 1. The first three convolution layers,
the fourth convolution layer, and the last three convolution
layers include 16, 32, and 64 filters respectively. To get
robust learning and avoid overfitting, we have used several
small filters [56], [57]. Filters of size 2×2 with a stride = 2
were used in the pooling layers, and were succeeded by a
normalization batch layer. The dropout is used to prevent the
overfitting of the data. The last part of the network is com-
posed of two fully connected layers, and a normalization
batch layer. The Softmax activation function was used after
the last fully connected layer. The use of CNNs involves a
set of convolution operations applied to particular regions
in an image (CNNs have locality property). The research

works that include speaker recognition have shown that
the MFCC coefficients give the best results in the state of
art, compared to other feature extraction techniques [40],
[41], [42]. This is why our choice orientation is towards
MFCCs. Nevertheless, these coefficients have a drawback
when computing the DCT, which is the loss of locality
property. To improve the performance of identification in
this direction, and to benefit from the high recognition rates
that MFCCs and CNNs have gained, it is necessary to go
beyond the concern for the locality.

The resulting coefficients are called MFEC coefficients
and were us as input to our three networks: (MFEC-CNN)-
CNN, (MFEC-CNN)-XGBoost. and MFEC-XGBoost. XG-
Boost is based on gradient boosting that reduces errors in
sequence models. It can be used for multiclass classification.
The parameters of this model are given in Table II.

6. Results and discussion

A. Dataset
To validate the system, the Voxforge database was

used [58]. This database is an open library of transcribed
multilingual speech patterns. Voxforge collects speech sig-
nals from speakers. Voxforge integrates researchers and
human voice donors from different parts of the world, where
any registered person can send his voice recording from a
microphone and facilitate the study of the human voice.
The model consisted of 70 randomly selected speakers,
with 2115 samples of which 1692 samples were used for
training the system and 423 for testing. This represents
80% and 20% for training and testing respectively. Each
speaker reads sentences in English that are registered at a
sampling frequency of 8 kHz. The speech samples are in a
time interval of 2 - 10 seconds. The format adapted to the
files is the wav format. Since the system of identification is
text independent, each speech is different from the other.
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TABLE I. HYPERPARAMETERS USED FOR THE CNN ARCHITECTURE

Layer Input size Output size Stride/Padding Parameters

Conv 32×112×1 32×112×16 S=1/Pad=1 160
Conv 32×112×16 32×112×16 S=1/Pad=1 2320

Maxpool 32×112×16 16×56×16 S=2 0
Conv 16×56×16 16×56×16 S=1/Pad=1 2320

Maxpool 16×56×16 8×28×16 S=2 0
Conv 8×28×16 8×28×32 S=1/Pad=1 4640
Conv 8×28×32 8×28×64 S=1/Pad=1 18496

Maxpool 8×28×64 4×14×64 S=2 0
Conv 4×14×64 4×14×64 S=1/Pad=1 36928
Conv 4×14×64 4×14×64 S=1/Pad=1 36928

Maxpool 4×14×64 2×7×64 S=2 0

TABLE II. XGBOOST PARAMETERS

Parameters Parameters values

Estimators 125
Learning rate 0.06

Maximum depth of the tree 4
Minimum child weight 1

Gamma 0
Reg-lambda 1
Reg-alpha 0
Objective multi:softprob

B. Experimental results
In this work, we have performed three architectures for

identification. We consider:
- In a first architecture: a double feature extraction using
MFEC and CNN as feature extraction and classification
method.
- In a second architecture: a double feature extraction using
the MFEC coefficients and CNN only as a characteristic
extraction technique, and the XGBoost as a classifier.
- In a third architecture: a single feature extraction us-
ing MFECs and classification using XGBoost. The same
database, the same MFECs coefficients, the same CNN
architecture, and the same XGBoost classifier were used in
each of the architectures to better assess the representation
of the higher-level features. The accuracy factor was utilized
to measure the efficiency of the three architectures. A
comparison study with literature methods operating with the
same database (Voxforge) was established to demonstrate
the performance of our network. The results obtained for the
(MFEC-CNN)/CNN architecture are given in Figure 6 and
Figure 7 and provide respectively the accuracy and loss rate
for SI.The accuracy rates for the three proposed methods
are given in Figure 8.

In this work, four statistical metrics (Accuracy, Recall,
Precision, and F1 score) were used for the evaluation of
the performance of our system for the three proposed

Figure 6. Accuracy rate obtained for speaker identification

Figure 7. Loss rate obtained for speaker identification
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Figure 8. Accuracy rate for proposed methods

methods. The different values of these parameters are given
in Table III.

A comparison with the literature approaches using the
Voxforge database for SI is established and presented in
Table IV and Figure 9. For the MFCC-NN method [59], the
authors used a NN on 15 MFCC coefficients. The Voxforge
database was used with 10 speakers in the first experiment
and 20 speakers in a second experiment. In the work of
Alfredo Maesa et al. [60], 20 MFCC coefficients were
used and statistically analyzed by GMM with 32 GMM
mixtures, and a set of speakers were randomly selected
from the Voxforge dataset. In the work of Sara Sekkate et
al. [61] the Sparse MFCC (SMFCC) coefficients were used
for feature extraction. Modeling was done through the i-
vectorial technique, and SVMs were used for classification.

C. Discussion
Table III summarizes the different parameters used for

the evaluation of the three proposed methods. For the first
architecture, which uses two levels of feature extraction
and CNN for identification, the precision was 98.60% and
the Recall was 97%, while for the second architecture
which also uses two levels of feature extraction but with
an XGBoost classifier, the precision achieved 100% and
the Recall reached 99%. This leads to conclude that the SI
system that uses two levels of extraction with an XGBoost
algorithm for identification is much better than the identifi-
cation with a CNN. For the third architecture, which uses a
single level of feature extraction with XGBoost algorithm
for identification, the Recall was 94% with an F1 score of
0.954. These results show the effectiveness of the proposed
hybrid method that uses two levels of feature extraction.

Figure 9. Accuracy rate for the comparative study

This allows a higher-level feature representation.

Table IV presents a comparison that summarizes the
accuracy rates of the literature studies and the proposed
methods for ASI (text-independent speech) taken from
the Voxforge open-source database. It shows that the two
proposed methods that use MFEC-CNNs as extractors have
the highest accuracy rates. The architecture using XGBoost
reached a higher rate (99.45%) than the architecture using
CNNs as a classifier (98.02%). The third architecture using
MFEC/XGBoost achieved a rate of 96.8%. The results of
the methods existing in the literature were lower than the
results obtained by our proposed methods. The methods
using handcrafted modeling techniques such as SMFCC/i-
vectors and MFCC-GMM present respectively an accuracy
rate of 94.29% and 96%. The MFCC-NN method provided
an accuracy rate not exceeding 96%.

We have examined the performance of our system in
terms of applying new MFEC features and different degrees
of feature extraction. MFCCs coefficients have shown their
robustness in speaker identification systems. However, these
coefficients have a drawback due to the computation of
DCT, which induces a loss of the locality property. To
overcome this problem, we estimated the MFCCs without
using DCT, which provided the MFECs coefficients that
give a better illustration of the features compared to the
standard MFCC method. The MFECs coefficients were
then injected into the CNN network to perform a second
extraction step (the CNN only takes into account the most
relevant features), and obtain a better illustration of the
features with less information loss. Therefore, using this
higher level input data representation with an XGBoost
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TABLE III. THE METRICS USED TO EVALUATE THE PERFORMANCE OF THE SYSTEM.

Algorithm Accuracy (%) Recall (%) Precision (%) F1 score

(MFEC-CNN)-CNN 98.02 97 98.60 0.977
(MFEC-CNN)-XGBoost 99.45 99 100 0.994

MFEC-XGBoost 96.80 94 97 0.954

TABLE IV. ACCURACY RATE FOR THE COMPARATIVE
STUDY

Methods Accuracy (%)

SMFCC/ I-VECTOR [61] 94.29
MFCC/GMM (32 Gaussians) [60] 96.0

MFCC/NN [59] 96.0
MFEC/XGBoost (Proposed) 96.80

MFEC/CNN (Proposed) 98.02
MFEC-CNN /XGBoost (Proposed) 99.45

classifier gave the best accuracy rate, which is 99.45%, and
a precision rate that is 100%. This new method offered
an improvement of almost 6% over the state of the art
methods using MFCCs only (Table IV). The method using
only MFECs did improve the performance of the system
by almost 3% over the methods using MFCCs (Table III).
However, the use of the hybrid method (MFEC-CNN) offers
twice this improvement, and the text-independent SI rates
obtained by this method are the highest.

7. Conclusion

This paper aimed to show the importance of having a
high-level feature representation to improve speaker identi-
fication performance. However, the use of the CNN extrac-
tor and logarithmic energies obtained from the filter bank
energies (MFEC) instead of the raw wave signal resulted in
higher identification rates compared to the method where
only a single feature extraction is used. Moreover, the com-
bination of the CNN-XGBoost improved the performance
of identification. The comparative study with the literature
approaches demonstrated the efficiency of our model and
the importance of the extraction phase where a high accu-
racy rate was achieved (99.45%). Increasing the iteration
level of the CNN optimization program and using a deeper
architecture as well as increasing the number of XGBoost
estimators provide higher accuracy of classification. We
suggest in future work to use a deeper CNN architecture,
and a fusion of several classifiers.
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