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Abstract: Nowadays, many advanced automotive features have been incorporated in Advanced Driver Assistance Systems (ADAS). 

Lane Marking Detection (LMD) is one of the most significant and preliminary features of ADAS. Previous studies have the 

limitation on different environmental conditions, which lead to a less accurate and efficient system of LMD. Therefore, this research 

article proposed a semantic segmentation approach based on the U-net to detect the LMD under distinguishing environmental effects 

like a variant of lights, obstacle, shadow, and curve lanes. The proposed model is emphasized on the simple encode-decode U-Net 

framework incorporated with VGG16 architecture that has been trained by using the inequity and cross-entropy losses to obtain more 

accurate segmentation results of lane markings. DBSCAN interfaced with the predicted instance and binary lane pixels. The system 

was trained and tested on a publicly available Tusimple dataset consisting of 3.6K and 2.7k image frames of different environmental 

conditions for training and testing. The algorithm achieved 96.4% accuracy, 95.25% F1 score, 96.01% precision, and 92.89% recall, 

which outstripped some state-of-the-art research. This research outcome leads to a significant impact on the LMD research arena. 
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1. INTRODUCTION  

Traffic safety is one of the major concerns of the 
world in recent decades. The researchers have 
incorporated many advances and automotive features in 
modern vehicles to reduce sudden human death. The 
ADAS system includes lane-keeping assistance, lane 
departure warning, automatic emergency braking, and so 
forth [1]. According to the US National Highway traffic 
safety administration, LMD is the preliminary 
requirement for all the autonomy features of the ADAS 
under the occlusion scenario [2]. A key factor for these 
technologies is identifying lanes from challenging 
situations, and many researchers have devoted their 
efforts to this emerging area in recent times [2]. One of 
the most successful road scene analysis inventions for 
autonomous vehicles is the LMD [3]. Also, understanding 
the lanes' location will be easier to prevent abrupt lane 
changes and accidents. Again, the importance of detecting 
lane markings is for lane-keeping efficiency and the 
traffic regulations displayed on the roads by the lane 
markings [4]. As the LMD influenced by multiple 
parameters such as deformation, rain, daylight, shadow, 

light divergence, it still faces numerous difficulties under 
various situations and conditions[5]. Different computer 
vision techniques and image processing approaches were 
applied to LMD [6] and [7]. Since they often applied the 
handcrafted and highly specialized features, the systems 
have become problematic due to the computational 
complexity and incapability of distinct environmental 
effects [8].  

2. RELATED WORK 

Though LMD is considered the primary research topic 

for autonomous cars, it is quite tricky and challenging 

under distinct conditions and effects [9]. Many techniques 

can be employed, such as Hough Transformation [10], 

Template Matching [11], Edge Detection [12] to detect 

the lanes. But these executed low-level features, texture, 

and colour features. As LMD has some constrain like 

distinct appearance, position, place, the intensity of light, 

and occlusion, these conventional techniques are not 

appropriate for LMD [13]. Since lane marks may consist 

of texture features, distinguishing features like Local 

Binary Pattern (LBP) [14], haar-like [15] with classifiers 
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like Support Vector Machine (SVM) [16], AdaBoost [17] 

were applied. These techniques provided an unfortunate 

result. In recent times, most of the algorithms are slower 

[18], though the fastest ways [19] are not scrupulous 

enough to implement. Many researchers have recently 

employed different Deep Neural Network (DNN) 

techniques for lane marking generation. Mamun et al. [20] 

have proposed a Seg-Net architecture to detect the lane 

markings, though it has an overfitting problem and only 

focused on lane space. Mamidala et al. proposed an 

encoder-decoder Convolution Neural Network based on 

the architecture of SegNet as it has fewer weights. The 

model has achieved around 96.1% accuracy by applying 

consecutive convolutional and de-convolutional layers 

[21]. A solution to the computational problem was 

proposed in Kim et al. by applying a CNN based on ELM 

(Extreme Learning Machine), which required lower 

computation due to replacing iterative backpropagation 

into an inversion of the single-step matrix [22]. As the 

ELM technique requires target renovation for every 

iteration, it joins the backward and forward propagation 

information.  Moreover, the proposed method consists of 

two fully connected layers, three convolution layers, and 

two subsampling, along with two Extreme Learning 

Machine and backpropagation. However. Still, this 

framework can be used in real-time due to computational 

complexity. Tian et al. proposed a compositional method 

of Convolution Neural Network and Recurrent Neural 

Network for detecting and locating lanes as a tiny object 

in which convolution layers are used instead of up and 

downsampling. Even though the framework can 

efficiently detect tiny lanes, it makes many false 

detections under intricate conditions. It cannot be used in 

real-time applications due to the low computational speed 

[13]. Chao et al. introduced a deep neural network based 

on a fully connected convolution network to solve the 

problem of multi-lane lane detection robustly so that it can 

identify the multi-lane boundary features. Still, the 

framework will provide a higher false detection rate, as 

failure to recognize the lane at the time of identical 

objects appearing in front of the lanes [5]. Wenjie et al. 

[23] introduced a lane detection system depending on 

stereo vision. The authors identify the lanes by the 

convention process in this research, like using IPM, kernel 

function, and Hough transformation. In the case of the 

host lane classification on the road images, it utilized the 

basic CNN framework though it will create complexity 

during high light conditions. Nugraha et al. [24] applied a 

CNN-based You Only Look Once (YOLO) framework to 

detect the lane markings for the real-time application. It 

evaluated the network in a single feed-forward action. 

Four consecutive steps detect the road lane markings. 

Initially, the perspective of the taken images was changing 

in the warping process and separated the colour from the 

other by using LaB and LUV filtering process. After 

extracting the peak value nonzero from the sub-images, 

these are cumulated with the neighbourhood point to 

detect the lanes. Polynomial regression is utilized to 

approximate the position of the correct lane. These 

warping and filtering processes constrain the robustness of 

the framework and are also affected by the illumination 

and curves. Semantic Segmentation through CNN may 

have some deficiency as it has no learnable pooling 

parameters. For instance, there is no learnable parameter 

in max/min pooling or un-sampling layers. Therefore, 

there is an extreme possibility of losing a vast amount of 

features in recognizing a large perspective field. Kontun et 

al. [25] introduced dilated convolution to resolve this 

issue which can be studied more in [26]. Though this 

framework had significant advantages, the effective 

design of CNN architecture emphasizing dilated 

convolution has become a new issue. [27]. Davy et al. 

introduced an end to end lane detection approach by 

applying the LaneNet deep learning method based on the 

encoding-decoding procedure E-Net considering lanenet 

to detect multi-lanes with changes from the lanes. 

However, it considered an additional lane for the no lane 

condition. Besides, there is no clear approach indication 

for the lane changes [28]. A novel neural network has 

been introduced as Embedding Loss Driven Generative 

Adversarial Network considering the computational cost 

and classification problem in a pixel-wise approach. As 

the algorithm can only deal with the fixed scenario and 

effected by the occlusion, the detection rate changed 

significantly [29]. 

The proposed model is based on a U-net framework 

incorporated with Visual Geometry Group (VGG16) 

convolutional layers. It was trained by using the inequity 

and cross-entropy loss for the backpropagation. Density-

based spatial clustering of applications with noise 

(DBSCAN) algorithm is used to interface the predicted 

lane pixels. The framework has been trained and tested on 

the Tusimple dataset. 
 

3. PROPOSED METHODOLOGY 

The proposed technique approaches a simple encode-

decode DNN based on U-net architecture for LMD. The 

schematic diagram of the proposed method is presented in 

Fig1. 

A. Input Dataset and Processing 

The proposed algorithm has chosen the Tusimple 

dataset, which is the most used dataset in LMD [29]. It 

contains 3.6k image frames for training and 2.7k for 

testing. There are three JSON files in the original 

Tusimple dataset, including the path of the clips of 3626 

image frames, the lanes' position, and the height of the 

corresponding lanes as a list. All the corresponding lane 

pixels were converted into 1 and 0 for the pixels that do 

not belong to the lanes to create the binary and instant 
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labels. The original dimension of the images is 720 × 

1280. The image frames were reformed into 224 ×224 

without random cropping to make the aspect ratio 

constant and reduce the computational complexity.

 

 

 

 

Figure 1.  The schematic diagram of the proposed approach 

   

   

Figure 2.  Processed image from the dataset processing step, original, binary label, and instant label from left to right respectfully  

 

 

 

The processing steps provided the output like the 

original image, binary label, and instant label. The 

sampled processed image is presented in Fig 2. 

B. Proposed DNN Architecture 

The proposed model is a combination U-net DNN 

model and pre-trained VGG16 convolutional layers. U-net 
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architecture's encode section was incorporated with the 

convolution layer of the pre-trained VGG16 model to 

extract more features from the particular dataset. The 

architectural scheme of the proposed model is depicted in 

Fig 3. There are two sections in the proposed model: the 

encoding section to extract the lane markings information 

from the dataset and the decode section to reconstruct the 

information from the encoding section. The trained DNN 

model provided the predicted binary and instance lane 

pixels after decoding the extracted information. The 

predicted segmented images are presented in Fig 4. 

There are one initial block and four downsampling 

blocks in the encode section to extract the lane 

information. The initial block consists of one normal 

convolution layer and one pre-trained VGG16 

convolution layer. Besides, it has two batch normalization 

layers for regularization and two learnable parametric 

ReLU (PReLU) as the activation function. Every 

downsampling block consists of one 2×2 max-pooling 

layer and the initial block. There is one output block and 

four up-sampling blocks in the decode section to retain the 

encoded features. A normal block was formed identically 

with the initial block except the pre-trained conventional 

layer. A normal convolution was used instead of the pre-

trained conventional layer. Every up-sampling block 

consists of a learnable transpose convolutional layer and a    

normal block to retain the encoded information into 

original resolution. The output block has two 

convolutional layers with batch normalization and PReLU 

activation function. 

 

Figure 3.  The architecture of the proposed model  

(A) (B) (C) (D) 

Figure 4.  Predicted segmented images (A) original image (B) binary label image (C) predicted instance and (D) binary segmentation image 

 

C. Loss measurement 

As the binary segmentation images contain the 
information as 0 and 1, the cross-entropy loss was 
measured according to Equation 1. 

−(𝑦(log(𝑝) + (1 − 𝑦) log(1 − 𝑝))) (1) 

As the instant segmentation ensures lanes' exact 
position, the discriminative loss was executed in this 
segment. In this loss, the same label pixels would be in the 
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nearby position, and pixels from the different labels would 
be distant. Therefore, pixels from the same lanes would be 
in the same cluster, and the pixels of the different lanes 
would be indifferent perspective lanes. The whole process 
can be done through three different terms. The separation 
section would extend the distance from one lane cluster to 
another. The neighbourhood section would reduce the 
distance to keep the lane pixel in one particular cluster. 
Furthermore, the regularization section would maintain 
the origin of the clusters. Decisively, the loss can be 
calculated by the following equation. 

𝐷𝑖𝑠𝑐𝑙𝑜𝑠𝑠 = 𝐿𝑜𝑠𝑠𝑠𝑒𝑝 + 𝐿𝑜𝑠𝑠𝑛𝑒𝑖𝑔ℎ𝑏 + 𝐿𝑜𝑠𝑠𝑅𝑒𝑔𝑢  

=
1

𝑁𝑐
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1

𝑁𝑒
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𝑁
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Where, N_c= Number of lane cluster, N_e=Number of 
the element in the lane cluster, M=mean of the instance in 
the cluster and x_i=instances 

The cumulative value of the cross-entropy and 
discriminative loss have been calculated for the total loss 
of the network 

D. Interfacing 

The accumulation of pixels in every lane on the 
predicted images is out of the trained framework. The 
final task is to fit the predicted lane pixels with input 
images. Consequently, the Densely-Based Spatial 
Clustering of Application (DBSCAN) was used to fit the 
predicted lane pixels with the input images. The closest 
distance point was considered 0.05 for the same lane 
pixels. If the lane point is less or equal to this eps point, 
the point would be in the same lane. On the contrary, the 
point would be in a different cluster. The process would 
be continued until all the points on the lanes are 
converged. 

4. RESULTS AND DISCUSSIONS 

The processed data was trained by the proposed model 
and tested on the Tusimple testing dataset to forecast 
LMD results. Some performance matrix is used for 
evaluating the testing result like accuracy. Since accuracy 
can not only be considered a reliable performance metric 
for assessing research performance, the other performance 
parameters like F1 score [30], precision and recall can 
provide a reliable result for assessing the performance of 
the proposed algorithm [31], [32]. The performance 
parameter equations were stated in Equation 2-5. 

Accuracy =
Actual prediction

Total data
 (2) 

Precision =
Positive prediction 

true positive + false positive
 (3) 

F1 score = 2 ×
Precision × Recall

Precision + Precision
 (4) 

Recall =
Positive prediction 

true positive + false negative
 (5) 

The proposed model utilized the Linux operating 
system version 18.04 with GTX 1080 Ti for training and 
testing the model. The model was trained up to 100 epoch 
to find the minimum loss and higher performance result. 
The batch size for taking the dataset was 8, and the 
resolution of the images are 224×224. The algorithm was 
also executed some learnable parameter activation 
function PReLU to make the model more accurate, which 
can also take the negative decline values of lanes. 

Fig 5 represents the final performance result on LMD 
using the proposed model. The system has achieved the 
highest 96.53% accuracy, 96.11% F1 score, 97.02% 
precision, and 93.69% recall.  

 

Figure 5.  The efficiency outcome of the suggested process 

The proposed algorithm was observed in various 
epoch numbers, such as 20, 40, 60, 80, and 100, displayed 
in Table I. Table I illustrated the performance result of the 
proposed architecture in distinct epochs and recorded the 
highest result for 100 epochs.  

Since the minimum loss refers to the efficient and 
optimized model, the loss is also an essential tool for 
evaluating a DNN model. Fig 6 shows the loss of the 
model, reflecting the gradual decrease in losses during the 
training period. The algorithm was observed minimum 
loss at 0.01 learning rate compared to other learning rates. 
The lowest loss was recorded at 0.0294, indicating the 
minimal loss of the algorithm. Again, as per epoch, the 
loss is minimum for the proposed model, the model 

96.4

95.21

96.01

92.89

Accuracy F1 score precision Recall
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archives the actual features of lane marking from the input 
dataset. Therefore, there is also a small probability of false 
detection. 

 

 

 

TABLE I.  PERFORMANCE ANALYSIS WITH DISTINCT EPOCHS 

Epoch Accuracy F1 score precision Recall 

20 91.10 93.10 94.21 90.35 

40 92.33 93.21 95.01 90.87 

60 94.39 94.36 95.32 92.29 

80 95.15 94.88 95.96 92.81 

100 96.40 95.21 96.01 92.89 

 

Figure 6.  Visual representation of the complete loss of each step of the 

method proposed 

In the encode section's feature learning process, a 
distinct loss algorithm and interfacing approach made the 
proposed framework ahead of having higher performance 
results. The outcome of the proposed framework is also 
assimilated with some of the states of art LMD methods. 
Table II represents that the proposed algorithm has a 
higher performance result than other existing LMD 
techniques considering encoded deep learning algorithms. 
Yoo et al. applied a row-wise classification approach and 
achieved 96.02% accuracy [33]. Mamidala et al. proposed 
an encoder-decoder that observed around 96.1% accuracy 
and 94.45 F1-score [21]. Pizzati et al. applied a CNN 
method to detect the lane marking and recorded 95.24% 

accuracy  [34]. The lowest accuracy performance result on 
comparison table II is Tabelini et al., which utilized the 
lane estimation approach. [35]. As the proposed method's 
evolutionary result is superior, the proposed model is 
more efficient for detecting lane markings than the 
existing deep learning techniques. 

The proposed technique has fewer weights indicating 
lower computational complexity as it was executed in a 
simple encode-decode DNN framework. As the position 
of the lanes is close to each other and arbitrary like 
straight and curve, DBSCAN was applied to fit the 
predicted lane pixels. DBSCAN has increased the 
efficiency in interfacing the lane pixels because it can 
handle the curve lanes [36]. Therefore, the additional 
neural network is not necessary to execute for interfacing 
lane pixels, ensuring less computational complexity and 
compatibility with fixed and curve lanes.  

The final output of the proposed model has been 
presented in Fig 7. It shows the lane final lane detection 
testing visualized output in different environmental 
constraints. It can be concluded from Fig 7; the model can 
detect the road lane marking more precisely and 
efficiently as the accuracy and other performance 
parameters of the model are comparatively high to the 
other existing methods. It is also optimistic that the 
proposed will have a significant impact on lane marking 
detection. 
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Straight lane Vehicle obstacle and crack 

    
Curve lane Crack lane and vehicle obstacle 

  

Shadow lane 

Figure 7.  The prospective final output of different environmental conditions from the proposed model. Input image(Left) and output image (right) 

TABLE II.  PERFORMANCE RESULT COMPARISON WITH DIFFERENT EXISTING METHODS 

Methods Accuracy Recall Precision F1 score 

Pizzati et al. [34] 95.24 - - - 

Mamidala et al. [21] 96.10 - - 94.45 

Yoo et al. [33] 96.02 - - - 

Tabelini et al  [35] 93.36 - - - 

Zhe et al. [37] - - 94.94 - 

Tian et al. [13] - 66.4 83.5 - 

Mamun et al. [20] 96.38 - - - 

Proposed Method 96.40 92.89 96.01 95.21 

 

https://paperswithcode.com/paper/polylanenet-lane-estimation-via-deep-1
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The processing speed of the proposed network is noted at 

32.7 fps while testing the images. The processing rate can 

be considered a reasonable rate for real-time applications 

as the real-time application's minimum required rate is 30 

fps [35]. 

5. CONCLUSION 

A simple encode-decode U-net algorithm has been 
proposed to detect the lane markings on different 
environmental conditions like a variant of lights, obstacle, 
shadow, and curve lanes. The model has been 
incorporated with VGG16 to extract more accurate 
features. An open-source Tusimple dataset has been 
examined for training and testing the model. The 
proposed system achieved higher accuracy, F1 score, 
precision, and recall than the previous research work with 
lower computational complexity. Also, it has achieved a 
minimum loss of 0.0294 at the training stage by applying 
inequity and cross-entropy loss techniques. Hence, the 
proposed method is a more accurate architecture to detect 
lane marking, which has outperformed art methods and 
positively impacted this research arena. The result might 
be improved by using a vast dataset containing different 
complex environmental conditions so that the model can 
learn all the circumstances. 

ACKNOWLEDGEMENT 

The research described in this paper was supported by 
the Malaysian Ministry of Higher Education (MOHE) for 
the Fundamental Research Grant Scheme 
(FRGS/1/2018/TK03/MMU/02/1). 

REFERENCES 

[1] R. Van Der Heijden and K. Van Wees, "Introducing Advanced 

Driver Assistance Systems: Some Legal Issues," 2001. 

[2] P. Szikora and N. Madarasz, "Self-driving cars - The human 

side," in 2017 IEEE 14th International Scientific Conference on 

Informatics, INFORMATICS 2017 - Proceedings, Mar. 2018, 

vol. 2018-Janua, pp. 383–387, doi: 

10.1109/INFORMATICS.2017.8327279. 

[3] S. Y. Lo, H. M. Hang, S. W. Chan, and J. J. Lin, "Multi-Class 

Lane Semantic Segmentation using Efficient Convolutional 

Networks," IEEE 21st Int. Work. Multimed. Signal Process. 

MMSP 2019, 2019, doi: 10.1109/MMSP.2019.8901686. 

[4] Y. Sun, J. Li, and Z. P. Sun, "Multi-Lane Detection Using CNNs 

and A Novel Region-grow Algorithm," J. Phys. Conf. Ser., vol. 

1187, no. 3, 2019, doi: 10.1088/1742-6596/1187/3/032018. 

 

 

 

[5] T. P. Nguyen, V. H. Tran, and C. C. Huang, "Lane Detection and 

Tracking Based on Fully Convolutional Networks and 

Probabilistic Graphical Models," Proc. - 2018 IEEE Int. Conf. 

Syst. Man, Cybern. SMC 2018, pp. 1282–1287, 2019, doi: 

10.1109/SMC.2018.00224. 

[6] A. Borkar, M. Hayes, and M. T. Smith, "A novel lane detection 

system with efficient ground truth generation," IEEE Trans. 

Intell. Transp. Syst., vol. 13, no. 1, pp. 365–374, Mar. 2012, doi: 

10.1109/TITS.2011.2173196. 

[7] H. Deusch, J. Wiest, S. Reuter, M. Szczot, M. Konrad, and K. 

Dietmayer, "A random finite set approach to multiple lane 

detection," in IEEE Conference on Intelligent Transportation 

Systems, Proceedings, ITSC, 2012, pp. 270–275, doi: 

10.1109/ITSC.2012.6338772. 

[8] H. Yuenan, "Agnostic Lane Detection," arXiv, pp. 1–6, 2019, 

[Online]. Available: http://arxiv.org/abs/1905.03704. 

[9] Q. Zou, H. Jiang, Q. Dai, Y. Yue, L. Chen, and Q. Wang, 

"Robust lane detection from continuous driving scenes using 

deep neural networks," IEEE Trans. Veh. Technol., vol. 69, no. 

1, pp. 41–54, 2020, doi: 10.1109/TVT.2019.2949603. 

[10] X. Yu and Y. Sun, "Research on parking detecting analysis 

based on projection transformation and Hough transform," in 

Journal of Physics: Conference Series, 2019, vol. 1187, no. 4, 

doi: 10.1088/1742-6596/1187/4/042068. 

[11] D. A. Zuehlke, T. A. Henderson, and S. A. H. McMullen, 

"Machine learning using template matching applied to object 

tracking in video data," 2019, p. 63, doi: 10.1117/12.2518982. 

[12] M. Juneja and P. S. Sandhu, "Performance Evaluation of Edge 

Detection Techniques for Images in Spatial Domain," Int. J. 

Comput. Theory Eng., pp. 614–621, 2009, doi: 

10.7763/ijcte.2009.v1.100. 

[13] Y. Tian et al., "Lane marking detection via deep convolutional 

neural network," Neurocomputing, vol. 280, pp. 46–55, 2018, 

doi: 10.1016/j.neucom.2017.09.098. 

[14] R. Gopalan, T. Hong, M. Shneier, and R. Chellappa, "A 

Learning Approach Towards Detection and Tracking of Lane 

Markings," IEEE Trans. Intell. Transp. Syst., vol. 13, no. 3, pp. 

1088–1098, 2012, doi: 10.1109/tits.2012.2184756. 

[15] X. Wen, L. Shao, W. Fang, and Y. Xue, "Efficient feature 

selection and classification for vehicle detection," IEEE Trans. 

Circuits Syst. Video Technol., vol. 25, no. 3, pp. 508–517, 2015, 

doi: 10.1109/TCSVT.2014.2358031. 

[16] E. S. Kawaguchi, J. I. Shen, G. Li, and M. A. Suchard, "A Fast 

and Scalable Implementation Method for Competing Risks Data 

with the R Package fastcmprsk," R J., vol. 12, no. 2, pp. 1–18, 

2020, doi: 10.32614/rj-2021-010. 

[17] M. Everingham, S. M. A. Eslami, L. Van Gool, C. K. I. 



 

 

 Int. J. Com. Dig. Sys. 12, No.1, 813-822 (Sep-2022)                     821 

 

 

http://journals.uob.edu.bh 

Williams, J. Winn, and A. Zisserman, "The Pascal Visual Object 

Classes Challenge: A Retrospective," Int. J. Comput. Vis., vol. 

111, no. 1, pp. 98–136, 2015, doi: 10.1007/s11263-014-0733-5. 

 

[18] B. Huval et al., "An Empirical Evaluation of Deep Learning on 

Highway Driving," CoRR, vol. abs/ 1504., 2015, [Online]. 

Available: http://arxiv.org/abs/1504.01716. 

[19] P. Viola and M. Jones, "Rapid object detection using a boosted 

cascade of simple features," in Proceedings of the IEEE 

Computer Society Conference on Computer Vision and Pattern 

Recognition, 2001, vol. 1, doi: 10.1109/cvpr.2001.990517. 

[20] A. Al Mamun, P. P. Em, and J. Hossen, "Lane marking detection 

using simple encode decode deep learning technique : SegNet," 

Int. J. Electr. Comput. Eng., vol. 11, no. 4, pp. 3032–3039, Aug. 

2021, doi: 10.11591/ijece.v11i4.pp3032-3039. 

[21] R. S. Mamidala, U. Uthkota, M. B. Shankar, A. J. Antony, and 

A. V. Narasimhadhan, "Dynamic Approach for Lane Detection 

using Google Street View and CNN," IEEE Reg. 10 Annu. Int. 

Conf. Proceedings/TENCON, vol. 2019-Octob, pp. 2454–2459, 

2019, doi: 10.1109/TENCON.2019.8929655. 

[22] J. Kim, J. Kim, G. J. Jang, and M. Lee, "Fast learning method for 

convolutional neural networks using extreme learning machine 

and its application to lane detection," Neural Networks, vol. 87, 

pp. 109–121, 2017, doi: 10.1016/j.neunet.2016.12.002. 

[23] W. Song, Y. Yang, M. Fu, Y. Li, and M. Wang, "Lane Detection 

and Classification for Forward Collision Warning System Based 

on Stereo Vision," IEEE Sens. J., vol. 18, no. 12, pp. 5151–5163, 

2018, doi: 10.1109/JSEN.2018.2832291. 

[24] B. T. Nugraha, S. F. Su, and Fahmizal, "Towards self-driving car 

using convolutional neural network and road lane detector," 

Proc. 2nd Int. Conf. Autom. Cogn. Sci. Opt. Micro Electro-

Mechanical Syst. Inf. Technol. ICACOMIT 2017, vol. 2018-

Janua, pp. 65–69, 2017, doi: 

10.1109/ICACOMIT.2017.8253388. 

[25] F. Yu and V. Koltun, "Multi-scale context aggregation by dilated 

convolutions," 2016. 

[26] P. Wang et al., "Understanding Convolution for Semantic 

Segmentation," Proc. - 2018 IEEE Winter Conf. Appl. Comput. 

Vision, WACV 2018, vol. 2018-Janua, pp. 1451–1460, Feb. 

2018, doi: 10.1109/WACV.2018.00163. 

[27] J. Zang, W. Zhou, G. Zhang, and Z. Duan, "Traffic Lane 

Detection using Fully Convolutional Neural Network," 2018 

Asia-Pacific Signal Inf. Process. Assoc. Annu. Summit Conf. 

APSIPA ASC 2018 - Proc., no. November, pp. 305–311, 2019, 

doi: 10.23919/APSIPA.2018.8659684. 

[28] A. Paszke, A. Chaurasia, S. Kim, and E. Culurciello, "ENet: A 

Deep Neural Network Architecture for Real-Time Semantic 

Segmentation," pp. 1–10, 2016, [Online]. Available: 

http://arxiv.org/abs/1606.02147. 

[29] M. Ghafoorian, C. Nugteren, N. Baka, O. Booij, and M. 

Hofmann, "EL-GAN: Embedding loss driven generative 

adversarial networks for lane detection," Lect. Notes Comput. 

Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes 

Bioinformatics), vol. 11129 LNCS, pp. 256–272, 2019, doi: 

10.1007/978-3-030-11009-3_15. 

 

[30] M. Rashid et al., "The classification of motor imagery response: 

an accuracy enhancement through the ensemble of random 

subspace k-NN," PeerJ Comput. Sci., vol. 7, pp. 1–31, Mar. 

2021, doi: 10.7717/peerj-cs.374. 

[31] A. Al Mamun, P. P. Em, T. Ghosh, M. M. Hossain, M. G. 

Hasan, and M. G. Sadeque, "Bleeding recognition technique in 

wireless capsule endoscopy images using fuzzy logic and 

principal component analysis," Int. J. Electr. Comput. Eng., vol. 

11, no. 3, pp. 2689–2696, Jun. 2021, doi: 

10.11591/ijece.v11i3.pp2688-2695. 

[32] A. Al Mamun, M. S. Hossain, M. M. Hossain, and M. G. Hasan, 

"Discretion Way for Bleeding Detection in Wireless Capsule 

Endoscopy Images," 2019, doi: 

10.1109/ICASERT.2019.8934589. 

[33] S. Yoo et al., "End-to-end lane marker detection via row-wise 

classification," IEEE Comput. Soc. Conf. Comput. Vis. Pattern 

Recognit. Work., vol. 2020-June, pp. 4335–4343, 2020, doi: 

10.1109/CVPRW50498.2020.00511. 

[34] F. Pizzati, M. Allodi, A. Barrera, and F. García, "Lane Detection 

and Classification Using Cascaded CNNs," Lect. Notes Comput. 

Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes 

Bioinformatics), vol. 12014 LNCS, pp. 95–103, 2020, doi: 

10.1007/978-3-030-45096-0_12. 

[35] L. Tabelini, R. Berriel, T. M. Paixão, C. Badue, A. F. de Souza, 

and T. Oliveira-Santos, "PolyLaneNet: Lane estimation via deep 

polynomial regression," arXiv, 2020, [Online]. Available: 

http://arxiv.org/abs/2004.10924. 

[36] S. Dang and P. H. Ahmad, "Performance Evaluation of 

Clustering Algorithm Using Different Datasets Text Mining 

View project Computer Science and Management Studies 

Performance Evaluation of Clustering Algorithm Using 

Different Datasets," 2015. Accessed: Sep. 10, 2020. [Online]. 

Available: www.ijarcsms.com. 

[37] Z. Chen and Z. Chen, "RBNet: A deep neural network for 

unified road and road boundary detection," Lect. Notes Comput. 

Sci. (including Subser. Lect. Notes Artif. Intell. Lect. Notes 

Bioinformatics), vol. 10634 LNCS, pp. 677–687, 2017, doi: 

10.1007/978-3-319-70087-8_70. 

 

 



 

 

822       Abdullah Al Mamun, et. al.:  A Deep Learning Instance Segmentation Approach for … 

 

 

http://journals.uob.edu.bh 

 

Abdullah Al Mamun has received a 

B.Sc. degree in Electrical and 

Electronic Engineering from Pabna 

University of Science and 

Technology in 2018. Now he is 

pursuing M.Eng.Sc.at Multimedia 

University (MMU) in the Faculty of 

Engineering and Technology since 

2019. He is also working as a 

lecturer (on study leave) since 

November 2019 in EEE at Feni 

University, Feni, Bangladesh. His 

research interest includes computer 

vision; image processing, signal 

processing, deep learning and 

machine learning. 

 

 

 

Em Poh Ping is currently a 

lecturer at the Faculty of 

Engineering and Technology, 

Multimedia University. Poh Ping 

researches vehicle safety, data 

fusion, fuzzy control, and image 

processing. His current project is 

"lane departure estimation using 

vision and vehicle dynamical's 

state." 

 

Md. Jakir Hossen is 

currently a Senior Lecturer 

at the Faculty of 

Engineering and 

Technology, Multimedia 

University, Melaka, 

Malaysia. His research 

interests are Artificial 

intelligence (fuzzy logic, 

neural network), Robotics, 

Data Mining and Processing 

tools, Pattern classification, 

Mobile robot navigation and 

intelligent control systems 

 

 

 

 

 


	1. Introduction
	2. RELATED WORK
	3. PROPOSED METHODOLOGY
	A. Input Dataset and Processing
	B. Proposed DNN Architecture
	C. Loss measurement
	D. Interfacing

	4. RESULTS AND DISCUSSIONS
	5. CONCLUSION
	Acknowledgement
	References

