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Abstract: Automatic keyword extraction is an automated process to identify terms that best describe the subject of the document.
These terms can be in the form of key terms or key phrases representing the most relevant information conveyed by the documents.
Keyword extraction techniques can be Statistical based, Linguistic based, Machine Learning based, Graph-based, or Hybrid of any
these. Each approach has its limitations and strengths. This paper focuses on Graph-based approaches. These approaches rely on the
exploration of network properties like Degree, Structural Diversity Index, Strength, Clustering Coefficient, Neighborhood Size, Page
Rank, Closeness, Betweenness, Eigenvector Centrality, Hub, and Authority Score. In the proposed approach, the graph is constructed
using semantic linkages between the terms in the document. The semantic linkages between the document terms are extracted using
Hindi Wordnet as a background knowledge source. Further, fourteen different graphical measures are applied to extract the keywords.
The experiments are conducted on the Tourism and Health data set of the Hindi language. The results of the proposed approach are
evaluated and compared with the state-of-the-art approach TextRank as well as with the Human Annotated keywords. The result shows
that the closeness centrality measure produces better precision and recall as compared to other graphical measures in case of matching
with human-annotated keywords while authority proved as a good graphical measure to produce keywords, matching with TextRank.
The experiments prove that the proposed semantic graph-based approach performs better as compared to the state of art approach
TextRank. This paper also explored the correlation between different graph-theoretic measures using different methods of correlations.

Keywords: Automatic Keyword Extraction, Semantic Graph-based Keyword Extraction, Semantic Network, Hindi Text Documents,
Hindi WordNet

1. INTRODUCTION leads to the extraction of the inappropriate keyword(s). To

In the era of the internet, a large number of text
documents are accessible through a different set of sources
as blogs, e-newspapers, e-libraries, etc. Automatic Keyword
Extraction is a process to dig out representative terms
from such digitized contents. Such automated systems are
helping to regulate the documents without the assistance of
a human.

Several keyword extraction approaches have been re-
ported based on statistics, linguistics, machine learning,
graph or hybrid approach, etc... Each approach has its
strengths and limitations. This study focuses on graph-
based approaches. The graph-theoretic approaches have
been proved more suitable to find a significant relationship
between terms as well as their weights. Still, it suffers from
few limitations. One of the limitations is addressed in this
study is concerned about the semantic linkages between
terms of the document. For example different semantic
relations such as hypernym-hyponym, meronym-holonym
are not considered in keyword extraction models which

undertake this curb, several research studies investigated
the use of semantic depiction of the document for different
applications of text mining but this aspect of the document
is still less explored.

The semantic Graph-based approach has been found
appropriate for text mining processes, as these emphasize
articulating distinct readings of sentences as different for-
mulas that detain their instinctive meanings and structures.
In this study, a semantic graph-based approach for keyword
extraction is proposed. The objective of using a graph-
based approach is to develop a new automatic keyword
extraction method using graph modeling flexibility and
analytical efficiency.

The prospective of semantic knowledge for automatic
keyword extraction is a less explored aspect of text mining,
specifically for Hindi text documents. The proposed study
discovers the role of Hindi WordNet [46] ontology and
represents text documents in form of a semantic graph to
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extract keywords from Hindi text documents. The study ex-
plores different graphical measures for keyword extraction.

This study mainly encompasses three research objectives
as To explore the role of semantics to extract keywords
from text documents; To analyze the importance of different
centrality measures to extract keywords and to verify that
if there exists any correlation among the centrality measure
through statistical analysis using Pearson’s, Spearman’s and
Kendall’s correlation methods.

The proposed work is different in the sense that it fills
the existing research gap for a detailed study of WordNet as
a tool for automatic keyword extraction. The other different
aspect of our work is that it constructs a semantic graph-
based on semantic links between document terms while
most of the studies conducted earlier rely on word co-
occurrence graphs. Apart from this the target corpus will
be in the Hindi Language wherein very little work has been
done as compared to the English language.

This research paper is organized as follows: In section
2, related work is presented for different approaches being
used for keyword extraction along with their strengths and
limitations. Particularly, more emphasis is given to graph-
based approaches. Section 3 of the paper presents the
proposed approach for keyword extraction. It includes the
proposed methodology and step-by-step explanation of the
algorithm to extract keywords using the proposed approach.
Section 4 discusses experiments performed on two data sets.
Further, it discusses results and performance evaluation of
the experiments, this section is concluded showing the com-
putation of correlation between different graphical measures
and result implications. Section 5 presents the conclusion
of this study along with future work.

2. REerLATED WORK

Various approaches have been proposed by many re-
searchers to automatically generate keywords from the
document(s).

These approaches include statistical-based, linguistic-
based, machine learning-based, graph-based, and hybrid.
Statistical-based approaches concentrate on non-linguistic
features as word frequency, TF-IDF (Term Frequency-
Inverse Document Frequency), word co-occurrences and
PAT-tree, etc. [7]. A linguistic approach utilizes syntactic
analysis [18], discourse analysis [30], and lexical analysis
[8]. The resources used for lexical analysis may include
WordNet [26] electronic dictionaries [12], POS taggers [9],
stemmers [2] etc. Machine learning-based model [41] train
data models using different models like Hidden Markov
Model (HMM) [37], Support Vector Machine (SVM) [44],
Naive Bayes Classifier [15], Bagging [18] etc. The popu-
larly known model based on machine learning is Keyphrase
Extraction Algorithm (KEA) [40]. The hybrid approaches
([341, [5], [10]) coalesces any of the above two or more
approaches or heuristics like length, position, features of
words, Html tags nearby the words, etc. in the document.

Hybrid algorithms are best designed to take the finest
features of the above-discussed approaches [43].

A set of studies found using graph-based approaches to
extract keywords. Such studies focus on either frequency
of term to document or co-occurrences of the terms in
the document ([31], [23], [24], [39], [28]). Using different
Graph-based approaches [25] there are considerable studies
available for automatic keyword extraction ([14], [21], [24],
(27], [35], [42]).

The TextRank models proposed by [24] originated
from PageRank and initiated text processing depending on
graphs for sentence and keyword extraction. The scores
of every node indicating its importance are derived from
the importance of its neighboring nodes. The performance
achieved by TextRank is favorably compared with the n-
gram approach based on a supervised model. Further, the
study presented in [6] compares several centrality mea-
sures applied to French and English data sets with Tex-
tRank and attain analogous results. A graph-based approach
called DegExt proposed by [21] explores the sequence-
based co-occurrence graph. It is a language-independent
approach and it surpasses other approaches in terms of
computational complexity and implementation simplicity.
The approach introduced in [45] explored the significance
of closeness centrality to compute keyword candidates and
exhibit preferable results over the bag of words approach.
The study presented in [1] also put the tweets in form of
a lexical network and uses centrality measures to extract
keywords. The performance of the approach shows good
results in terms of computation in comparison to KEA. In
the study [4] a co-occurrence network constructed and the
frequency of co-occurrence of terms was considered at the
first level of selection. Further, the node degree to node
strength (weighted degree) ratio is measured for each node.
It is observed that this ratio overpowered other standard
centrality measures. The study in [27] put forwards a
different technique for automatic keyword extraction based
on a graph as well as the influence of word embeddings. The
paper compared three diverse methods for weighting the
graph of words to measure the effect of word embeddings.
In the first approach weights to the nodes are assigned
using word co-occurrence. The second approach is based
on co-occurrence with word embeddings to measure weight
and the third approach is based on Weighting with word
embeddings only. Once the graph is constructed, the node
ranking is done using various graph algorithms such as
TextRank, HITS, Centrality Measures, Degree, etc. The
experimental result shows that combining the use of word
embedding with the above-mentioned measures neither in-
creases nor decreases the performance. A recent study,
presented in [38] is a comparison of nine different centrality
measures (Betweenness, Clustering Coefficient, Closeness,
Degree, Eccentricity, Eigenvector, K-Core, PageRank, and
Structural Holes) for graph-based keyword extraction. The
study constructed the graph, based on the co-occurrence
of window size 3. They demonstrated that the measures
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produced the similar type of results. Further, they also
confirmed the correlation among all graphical measures
using Pearson’s and Spearman’s correlation coefficient. The
study also proposed a new research path on multi-centrality
approaches for combining graphical measures to improve
the results. They conducted the experiments on three data
sets as Semeval 2010 and Marujo 2012 [18]. The results
exhibit that the proposed approach outperforms as compared
to different centrality measures used separately.

As the above-discussed approaches ([24], [21], [14],
[27], [38]) mostly are based on a co-occurrence graph that
focuses on the positional and lexicographic equivalent of
the terms in the document. These approaches have their
strengths and limitations. As lexicographic-based similarity
considers the only word-to-word matching and it does not
take into consideration the meaning of the words to measure
any semantic relationship between the terms. Therefore,
such approaches are not effective. In such a condition, an
approach is needed that considers lexical match as well
as semantic match of documents words/terms. To get the
semantics of document terms, some background knowledge
source is required to find the semantic relationship among
document terms. Ontologies [16] have been proved as an
effective tool for the same. There are many ontologies
available depending upon their suitability of applications,
domain, and language.

A few studies ([19], [22], [36], [11]) investigate the
role of the semantics of the document to extract keywords.
The study discussed in [42] suggested a semantic network-
based approach for keyword extraction and to comment on
the nature of documents for text documents. For keyword
extraction, they performed experiments on the documents
related to specific queries. The approach considers a set of
relevant documents of these queries. The algorithm identi-
fies keywords of each relevant document by applying graph-
theoretic measures such as Eccentricity, Degree; Centrality,
etc. the nodes with a maximum degree of these measures are
considered representative words of the document. If these
extracted representative words are presented in a query or
are semantically associated with the query, then they are
considered as the relevant result of the experiment. They
performed experiments on 50 queries and obtained Inspiring
outcomes. The experiment depicts that the eccentricity and
closeness centrality of a node provides a fine base for key-
word extraction. Another approach based on unsupervised
learning mentioned in [35] makes use of Wordnet-based
semantic relations to construct the graph. The approach
extracts nouns and applies Depth-First search (DFS) to find
related Hypernym-Hyponyms [33] and pertain betweenness
centrality measures and closeness centrality measures.

For this study, we are exploring the semantic graph-
based approach more exhaustively for keyword extraction.
Hindi WordNet [46] ontology is used as a background
knowledge source to find semantic relations between doc-
ument terms. It’s a kind of thesaurus that is organized in

the form of concepts. Our approach constructs a semantic
graph of document terms. The nodes of the semantic
graphs are representing noun terms of the document and
edges symbolizes semantic relation (extracted from Hindi
Wordnet) between the nodes (document terms). Various
type of Semantic relation is defined in Hindi Wordnet
[29]. For this paper, hypernym-hyponym and meronym-
holonym relationships between the document terms are used
to construct the graph. In our approach, the reason behind
considering noun terms only is that it is observed that most
of the meaning of a document is conveyed by the content
terms only and as the objective of the study is to extract
keywords, there are least chances that other POS like Verb,
Adjectives or Adverb can be keywords for the document.

Any natural-language text can be symbolized as a se-
mantic network where nodes can be used to represent a
concept while edges can be used to represent some kind of
semantic relationship among concepts in the same. Once a
document(s) is represented in form of a semantic network
or semantic graph, a set of measures from the graph and
network analysis can be applied to perform quantitative
analysis. Further, its outcome can be utilized in several
potential applications of text mining such as to detect
closely related concepts and discover the most dominant
concepts. Such a concept generates some meaning of the
text and provides a method to understand the text’s structure
in a better way [32].

3. PRrROPOSED APPROACH

The proposed approach is applied to construct a se-
mantic graph for a document or data set irrespective of
any language or domain. The only requirement is that the
linguistic ontology for that language should be available.
The following figure shows a Process flow for the proposed
methodology.

In step 1 this approach accepts a text document D
as input and then in step 2, document D is preprocessed
by removing stop words, and the obtained preprocessed
document is called D’. In step 3 after preprocessing all
the remaining terms of the document are tagged with their
respective part of speech which leads to the extraction of
unique noun terms (N1, N2...... Nm) creating a master
list of nouns of the document. In step 4 semantic graph
G (V, E) is constructed where V = vl, v2, v3...... , vin
is set of vertices in the graph, each vertex represents a
unique noun term Ni of the document and E= el, e2,
e3, ..., en represents a set of edges symbolizing semantic
relationship between vi and vj. To find semantic linkages
between vi and vj, semantic relationships provided by
Hindi Wordnet are used. There are many different seman-
tic relationships defined in Hindi WordNet as Antonymy,
Hypernymy-Hyponymy, Meronymy-Holonymy, Entailment,
Troponymy, and Crosslink relationships as Ability link,
Capability link, and Function link [33]. For this paper,
two types of semantic relationships namely Hypernym-
Hyponym and Meronym-Holonym are used. The reason for
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Hindi Text Document

--5top Words Removal & POS Tagging

--Content Word{Noun) Extraction & Creation of
Master List of Nouns

--Construct Semantic Graph & Apply Graph Theoritic
Measures

--Compare and Evaluate Results of Proposed

Approach with TextRank approach and Human
Annotated Keywords

Keywords Generated

Figure 1. Process flow of proposed methodologyt

Algorithm 1: SemGraph_KeyExtract
Step 1: Input: A text document D
Step 2: Preprocess the document D (remove stop words and apply part of speech tagging) and obtain D",
Step 3: Extract unique noun terms from preprocessed document D* and create a master list of unique nouns as (N,

N....... N_).
Step 4: Construct semantic graph G=(V, E), where the set of nodes (V) represent the unique noun terms (N,
N....... N_), and edges (E) represent semantic relation between nodes.

4.1 Define a matrix mXm and initialize all entries of the matrix as 0 as entries represent Semantic weight
between noun terms
4.2 for all noun terms N, € V do

4.2.1 for all noun terms (N.EV ) do

4.2.1.1 if semantic relation between (N, Hi yexists and (1 #j) then
4.2.1.1.1 Assign weight {lej on position [Nu} in the matrix as per the type of Semantic relation

End of if

End of for

End of for [Obtain semantic graph]
Step 5: Apply various graph-theoretic measures to get keywords
Step 6: Compare keywords extracted in step 5 with keywords extracted from the benchmark approach TextRank
Step 7: Compare extracted keywords with Human annotated keywords
Step 8: Use Fleiss Kappa Statistics to find inter reliability among human annotators.
Step @ Evaluate Results using precision, recall, and F-Measure,
End of Algorithm

Figure 2. Semgraph Key Extract
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using only these two relationships is that as Antonymy is a
lexical relation indicating *opposites’, Gradation represents
intermediate states between two antonyms, Entailment and
Troponymy shows the relationship between verbs. Though
Antonymy’s relation can be between any two nouns too it is
observed that considering Antonymy for keyword extraction
doesn’t seem much suitable as it conveys the opposite
meaning. On the other side Cross-links establishes rela-
tionships between different parts of speeches like 'nouns’
and ’verbs’. Hence, as for this study, we are considering
nouns, only hypernymy-hyponymy and matched with key-
words produced by the proposed approach. In step 8 well
known Fleiss’ Kappa statistics [14] is used to compute inter
reliability among three human annotator In final step 10, the
performance of the proposed approach is evaluated using
precision, recall, and F-Measure.

4. ExpERIMENTS AND REsuLT DiscussioN

This section of the paper is organized into three parts,
wherein the first part is about the data set and tools used
to accomplish this study. The second part depicts the con-
struction of a semantic graph for a document and extraction
of keywords generated using the proposed approach. These
keywords are further matched with keywords generated
using TextRank, and then with human-annotated keywords.
Further, results are evaluated and discussed using evaluation
measures precision, recall, and F-Measure. In the next part
of this section correlation analysis among eight different
graph theoretical measures is carried out.

A. Data Set and Tools Used

The experiments are conducted on two different data
sets Tourism data set and Health data set of Hindi language
provided by the Centre for Indian Language Technology
(CFILT), IIT Bombay [20]. Each data set consists of 152
documents. Each document of each data set is consisting
100 sentences; each word of each sentence is tagged with
their respective part of speech, synset id as in Hindi Wordnet
[46], and word id in that document. Though the data sets
used are small but suitable for the proposed study. As Hindi
is still a resource-poor language, still there is no benchmark
data set available for keyword extraction; hence this data set
is taken for this study. The experiments are implemented
using Java as a high-level programming language on the
meronymy-holonymy relationships are appropriate. Each
relationship is assigned a weight to quantify the relationship
between terms. Here weight Wi,j = 1 is assigned if (Ni, Nj)
are related with hypernym-hyponym relationship and Wi,j =
2 is assigned if (Ni, Nj) are related with meronym-holonym
relationship. By applying these relationships between terms
(N1,N2...... Nm) the semantic graph is constructed. As the
graph is constructed, in step 5 few graph-theoretic measures
are applied to compute the importance of each node vi
in the graph and sorted the terms in descending order of
their semantic scores calculated by applying graph-theoretic
measures. The top n terms are considered as candidate
keywords. In step 6 the candidate keywords selected in
step S are compared with keywords extracted by using the

state-of-the-art approach TextRank. In step 7, the human-
annotated keywords are collected by asking keywords from
three different human annotators for each document. These
human-annotated keywords are Linux platform. The Hindi
Wordnet APIs are used to extract the semantic relationship
between document terms. The Hindi WordNet 1.5 is a
system for bringing together different lexical and semantic
relations between the Hindi words. It organizes the lexical
information in terms of word meanings and can be termed
as a lexicon based on psycholinguistic principles

The design of the Hindi WordNet is inspired by the
famous English WordNet. To construct and visualize the
semantic graph the graph visualization tool GEPHI 0.8.2
is used [3]. Due to the unavailability of the gold standard
set of keywords for tourism and health data sets, human-
annotated keywords are taken as gold standard keywords.

B. Experimental Results and Analysis

This section is explaining step by step results as per the
proposed approach on a single document. Here document
0009 hin tourism.txt is taken to illustrate our approach from
the Tourism data set. As every document D comprises 100
sentences, one sample sentence is presented as a reference
in Fig. 3, to show that how the input data is organized. The
following sentence is from the Tourism domain.In the above
Fig. 3, the ctx-1 is sentence id, each word is represented
with some information with it, the word itself, it’s part of
speech (POS), word id in the document, and its synset-id as
per in Hindi WordNet. As per steps 2 and 3 of the proposed
algorithm, stop words are removed to obtain D’ and only
noun terms are extracted.

ctx 1

HATHFAAnfwl#13283 TAGAHATGAfnfu2 #8316
FEPHuiwid0 TITHTdTindwa #3097 UIHTITHuw5H0
AT NI Natwet 10815 TMIHET +T WA $udui 0
T HA T FThnflwe§1009 HHFHufwofo
TACEHTICNE#n#wl 0412468 HhPtutwllo
STETThubwl2 §0 & # (HT, F, H | fubwllfo

saef B3 Fnbwld§6103 FAHAFubwlsSHO | 4, fudwlsdo
I HT T $nhwl7$14300 FERH ITTHIH Fusuleo
I I HndwloB8401 Wi (WeT , T} #uhw2040

RE HWE friw2l1#1811 FUBRTIHa$w2262114
FaE, @ ) hudw2d0 I ${IT T, T T ) fudwzafo

Figure 3.Excerpt from Document 009 hin tourism.txt
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Figure 4. Giant components of the semantic graph
constructed for document 0009 hin tourism.txt using Gephi

In the abowve Fig. 4, sub-graphs of document
0009 _hin_tourizm txt nodes with degree 1 are excluded
as they do not carry much significance. Above are the
two biggest connected component of the whole graph. It

iz observed that with term T4, nineteen other terms are
semantically related lilee TR (activity /gatividhi), 79
{menagement/prabandha), FEET (driving/nra'ivinga),
TgdFH (zvllabus'pathvakrama) etc. similarly T
(activity/gatividhi) iz also directlyzemantically related
with BH (sport/khela), FEahET (water sport/jalkrira), and
el (parti/vihara). The O (polo/polo) and T
(skeing/skinga) are related to Wa (sportkhela) as

hyponym relationship. The semantic graph of the whole
docement is organized similarly but as it is very large, it

couldn’t be included here as part of this research paper.
Among 103 semantic linkages 100 Hypernym-hyponym
relationships found and rest 03 are Meronym-holonyms
relations.

As this graph is constructed, in step 5 a range of
graph theoretical measures applied and among resulting
keyword (with the highest semantic scores) top 25 keywords
are extracted produced by Out-Degree, Degree, Weighted
Degree, Weighted in-Degree, Weighted Out Degree, Author-
ity, Hub, PageRank, Clustering Coefficient and Eigenvector
Centrality [25]. Table A depicts the resulting keywords
extracted from the proposed approach. Here, only those
measures’ output has shown which is generating the best
set of keywords for document 0009-hin-tourism.txt.

These keywords extracted using the proposed approach
are compared with the keywords extracted from the state
of the art keyword extraction approach TextRank and also
compared with the Human annotated Keywords. For this
paper, human-annotated keywords are considered as gold
standard keywords. Three human annotator’s suggested
their own individual set of keywords for this study.

Table B exhibits the keywords extracted by applying
the proposed approach and ranked using four different
graph-theoretic measures. It is observed that graphical
measure Authority is producing the best results matching
the keywords generated from the baseline algorithm
TextRank [24]. Authority is the measure to compute
the importance of a node in the network. A vertex is
considered an authority if it has many nodes linking
to it. Authority is mathematically represented as:

x=x3TA v (1)
Here yj is the hub centrality score. The TextRank approach
is an unsupervised approach that is based on the co-
occurrence of the terms within a window of N words. If
two lexical units co-occur within a window of N terms
then an edge is drawn between these two. The score of a
vertex Vi is defined as follows:

W FR™(V )
PR(V)=(1-d)+d* § W —"—
) Veln¥3 = T W
iy o
@

In Table B, the keywords highlighted in bold are those
which are commonly extracted by both approaches viz.
TextRank as well as the proposed approach.

TanLE B EE¥WORDS WITH THE HIGHEST SEMANTIC SCORES EXTRACTED FROM DIFFERENT GRAPH THEORETICAL MEASURES
AKDMATCHED WITH THE TEXTRANK APPROACH.

Graph Theorefic Keward: Exiracted

Aworry k), T (), ST (e, TR oy, T i), R coition), ST (period), B (opat, AR
(persae), TR (actviy), S oday), 7 (e, 0 (recion), e (qrend), Y (i), 90 (i),
T (o), T (semmer), i inters), T (smenmi). TRV (recstion), TR (passenees), TSN e
sport), U (v, Y {mmmazemaent)

WeightedOnt 00 k), 190 (o), S (chance), R heliday), SFMcomeition), T3 person), 2 (peiod), % ors), T

(i), T (e, TR oy, R e, o, AT (e, 69 (o), T (e,

TR i) T e, oo cmion, T s e, 9P ), POV ]

Hib T o), T (), 7 e, SR (i), TR (e, 7 (i), S (period), #7 (spat, A
fpe), TR (i, T (o), s, O (), S grend, i), e i,
TFRE (mosoom), i (e, T (mintes), T svea), TR (recreation), TR fpmssenpen), TN (e
port), T v, Wl {mmagement)

OwDegee oy ok T o), T i, 47 e, TR iy, W condiio), A (paren), 9P o), 5
(pe), R (), TFF ), V(o) T ), VY (o), 57 o, s,
T (k). 7% (const), TN (s, B9 (roo), TR (rerestion), TER (possemr), WU (mamaemes), SFFS (jov),
U (e
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TABLE &. KEYWORDS WITH THE HIGHEST SEMANTIC SCORES EXTRACTED FROM DIFFERENT GRAPH THEDRETICAL MEASURES

5 i i i Out Enzlish  Closeness
No. Nom m Awmthority Nomn m Degree  Nomn m Dezree Nonm miﬂng Centrality
1. & wark .04 = wark 12w wark 19 wm Skiing i

2 A iEte 002 = itate 13 RIE iEte 13 et Folp 36

3 EFE chance 0.03 R chancs 12 g fime o AR Water sport 352

4 HIFE heliday 0.03 HEFME heliday 12 SR chance 9 &= syllatus 32

5. E time 003 Eaul fime 10 9 holiday @ JEE5 10 detailed 108

& o condition 0.03 o condition g o condition g e Spread 308

7. @R period .02 EE ) period 7 oA Person 4 B8 recrestion 28

5. Ed spert 001 b spert 4 Y period 4 | Sport 164

o, @ person T i person 4 #5 sport 3 W Coast 25
10, ol activity 00l TRREE acivi 3 TEREW activy T WEROE Water fall 25
11. &M today 001 i today 3 T Waler X hilca 141
12. 10 fimes 001 LI fimes 3 HEH [ESOUITES 2 ] Year 141
13, TF direction 0] =L directon 3 ik spread X HETETE  pecessty 141
14 TEE spread 001 BT spread 3 R dewiled 2 W westher 241
15 OFE  weather 001  FFF weather 3 T mowsmin 2 99 westher 241
16. dEmdl  Heights 0ol dEEd Height 3 BEE spread 2 BE®  developmemt  2.41
17. T9FH  momsoon 00l TEES  momsoon 3 =y Tndus 1 dFWeE  popularity 241
15. TG summers 0ol TEE summers 3 G toast 1 TE climate 141
e = winter .01 B winter 3 WEN stream 1 UEFTET Tiring 141
b, EEERT resm 001 ORI sTeam 2 GL roof 1 S| Excess 141
1. TR  receston .01 fefR  receadon 1 f88F  reoeston 1 s tovriss yl

1. TH  Pamenem .01 WA The mavela 2 TA  The maveler 1 ™E direction 1.33
13. TOEE] Waterspot 00 SO@E] Waerspom 2 WU  mmpapement 1 SaEd Heights 1.33
M T water 001 ncil water 2 WA= ov 1 ™= matinn 112
25, TEY  msnagemen 0.01 WEU  mapspement 2 coTI 1 CIEED] driving 132
In the above table, words highlighted in red color denote to all other vertices in the graph. It is computed as:

the common terms extracted as keywords from both systems
generated as well as the Text rank approach. Similarly, the
keywords generated from the proposed approach are com-
pared with human-annotated keywords and it is observed
that Closeness Centrality has come out as the best measure
to generate prominent keywords. Closeness centrality is a
measure to indicate how close a node is to all other nodes in
the network. It is calculated as the avg. of the shortest path
length from the node to every other node in the network.
Mathematically, the closeness centrality of every vertex is
formulated 3 as:
6 (v)=——— (3
E'.'::I d

In the above equation (3), dvu is the shortest path
distance between vertex v and u. Similarly, another measure
Eccentricity also produced a good set of keywords having
the second-highest precision, recall, and F-Measure when
compared with Human Annotated Keywords. Eccentricity
is defined as the maximum distance between a vertex

E(v) = max d(u,v) (4

Table C shows those measures which produce the best
keywords and has the highest precision and recall when
compared with human-annotated keywords for document
0009-hin-tourism.txt. To measure the quality of generated
summary we used well-accepted evaluation measures i.e.
Precision, Recall, and F-measure which are depicted as
following equations

In the above table, words highlighted in red color denote
the common terms extracted as keywords from both systems
generated as well as human-annotated. The performance
evaluation of the proposed algorithm is done by applying
precision, recall, and F-Measure. The following Table 1
exhibits the performance results for the Tourism data set
while Table 2 represents performance results for the Health
data set.

As the evaluation results are shown above, system-
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recision = human annotated summary sentences N system— generated summary sentences (S)
p total no. of summary sentences generated by systeOm -

human annotated summary sentences N system—generated summary sentences { 6)

recall = ,
total no. of sentences generated in human—annotated summary

precision*recall

F — measure = 2 (7)

precision+recall

TABLE C. KEN'WORDS WITH THE HEGHEST SEMAMTIC SCORES EXTRACTED FROM DIFFERENT GRAPH THEORETICAL MEASURES AMD
MATCHED WITH HURAN ANNOTATED KETWORDE.

Mlesmre

Closensss Canmality 50 (g, W6 (pols), TERETET (oater spost), TR0 (spdlaims), PG (Semiled), 5000 (immmad) PR frecreation),
B (spost), TF (coast), WO (weter Sll), T (radn), STTERT (need), T (sequence), BEH ek, TE
{ devalopmans), TSR (populariny), FEHTY (climes). THTIE (Ering), S0 (muosss), TTI0E (towis), 00 (drection),
T (aighes), TR (mootion), BTSN (drhing), T (homimd)

Betweeznas W o), TR factvind, TR (stes), ¥ (wporf), TUT [comdifion) 9T (ipreadl MO (paried) TEH

& {imama gemr), T iz} AT (ichancs), ST (olidey), T (masartion), T (SErection), 5 0T (haights), TE]
(parwn) TEI (pusssmserl WA (weter), SRR (sreem), AU (Cears), SEETET fuater sport), WES (resoures), Tl

(mountein), T (dsteded), T (spread), HUET (rafumy)
Tt Diagras BT k), AT (simse), FH (rime), ST (chancs), TR (holidey), 91 (rondition), TG (persom), 3 fperiod),

BT (apoat, THITAH  (activiny), WA (mamr), FEF (resoures), SO (spready, T (deailed), T (moummpiny, fiy
(Tnduns), 7 (coast), FEUAT {stream), B frood), FT feostion), T (passenger). TV [momagement) 3T §oyl
TR (o), W1 (sourcs)

Prgufams T (o), TF (o). TN (comcition), WY (parson), #IET (spest), SRR (chancs), ST (holidey), FH (pered),
S (parind), A [recourcs), T [mountis), TR (actving, B0 (poad), SEHET (seand), T (drectiog),
Sl (meigan), WA (o), TE (passenger), THE (omsageman), Y (adns), B9 (ood), TTT (ngact), A (The
Do), TR (remlt), HETENH, (oosan)

TABLE I. RESULT ANALYSIS OF SEMANTIC GRAPH-BASED AUTOMATIC KEYWORD EXTRACTION FOR TOURISM DATA SET

S. no. Algorithms Compared Avg. Precision Avg. Recall Avg. F- Measure
1 Human Annotated vs. System Generated 0.4742 0.46274 0.4636
2 Human Annotated vs. TextRank 0.22751 0.23247 0.22924
3 TextRank vs System Generated 0.23142 0.21428 0.21703

TABLE II. Result Analysis of Semantic Graph-based Automatic Keyword Extraction for Health Data Set

S. no. Algorithms Compared Avg. Precision Avg. Recall# Avg. F- Measure
1 Human Annotated vs. System Generated 0.404444 0.405409 0.404603
2 Human Annotated vs. TextRank 0.259259 0.266431 0.262554
3 TextRank vs System Generated 0.191111 0.181069 0.188034
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W Human Annotated vs.
System Generated

B Human Annotated vs.
TextRank

W TextRank vs System
Generated

Avg  Avg Recall Avg F-
Precision Measure

Figure 5. Comparison between different Algorithms for
Tourism Data Set

0.5

B Human Annotated vs.
System Generated

B Human Annotated vs.
TextRank

W TextRank vs System
Generated

Avg.  Avg Recall Avg F-

Precision Measure

Figure 6. Comparison between different Algorithms for
Health Data Set

generated keywords are the keyword generated through
the proposed approach. The set of keywords generated by
the proposed approach are better matched with the gold
standard keywords as compared to, match of keywords
generated through the TextRank approach with gold stan-
dard keywords. The following graph shows the results in
graphical form.

C. Time Complexity

In this section, time complexity of proposed approach
is discussed. The major part of proposed approach is
construction of semantic graph using Hindi WordNet
relations. As the semantic relations are extracted for each
noun term and total number of noun terms are considered
as n then searching for semantic relation for all noun terms
to all other noun terms takes nXn times i.e. n2 times. So
the time complexity to construct semantic graph is o(n2).
Other statements in algorithm for comparisons, assignments
and computing values for all graphical measures takes
constant time, hence ignored to compute time complexity.

D. Result Implications

In the Tourism data set, each document of tourism
data set explamns some tourist places and the famous
monuments or things about that place. These things or
monuments are an mtegral part of that tourist place but as
Hindi WordNet 15 a general'open domain ontology
focusing more on the semantic relationship, m most cases
it does not consider such a relationship. For example,
there 15 no relationship found between =M
(Rajasthan rajasthana) and F¢ (camel'umta)and in 371
(Agra/agara) and OEHgw  (Tajmahal/tajmahala).
Similarly, the country (Venezuela' veneju'ela)
found in Hindi wordnet but Usa Wieh (Angel falls/ enjala
pholsa) do not found i Hindi wordnet and so no
relationship between 3-guen (Venezuela' veneju'ela) and
TS Wied (Angel falls’ enjala pholsa) while these both
terms are sharing significant relationship as far as tourism
1z a concern. Similar instances are with the Health
domain as well. Here, the need for domain ontology can
be felt. If there would have tourism ontology available
and the semantic relationships are extracted from that
ontology then there are maximum chances that the
above-mentioned terms like @gUEl  (Venezuela
veneju'ela) and U Wied (Angel falls/ enjala pholsa) and
other such terms shares some semantic relation As
Hindi WordNet is lacking such a relationship. to some
extent it also affects the semantic graph constructed for
an experiment in the proposed study. The semantic graph
doesn’t show any link between these, so no graphical
measure assigns a good value to such terms. and hence,
these terms do not take place in the list of the top
kevwords. While a human annotator even not from the
same domain assigns a higher priority to these relations.
Consecutively, it influences the precision, recall, and
F-Measure values.
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It is also observed, that the human-annotated keywords
are subjective, due to different preferences of annotators in
the selection of keywords. Depending on each annotator’s
preference, the selection may lead to a set of keywords
varying from each other. It may decline in precision and
recall for human annotators vs. system-generated keywords.
The study in [13] focuses on the benchmarks and suggested
three different types of annotators; author of the document,
reader, and professional indexer to extract keywords. As
there are no defined guidelines for annotating keywords, it
is difficult to generate a reliable gold standard of keywords.
In this paper, Fleiss’ Kappa statistics are also used to
compute inter-reliability among three human annotators
which outcome as fair inter-reliability amongst three human
annotators Authors and Affiliations

E. Correlation Analysis among different Graphical Mea-

sures

In this sub-section, the study finds the correlation be-
tween different graph theoretical measures used for ex-
periments. Since different graphical measures produce a
different set of keywords we are not analyzing keywords
word to word but using correlation here shows that how
the keywords generated through these measures are cor-
related. As in statistics, correlation coefficients are used
to measure the relationship between two given variables.
The correlation coefficient produces values ranging from -
1 to +1 wherein -1 represents a negative relationship, 0
represents no relationship and +1 represents the positive
relationship between variables. In this study, three different
methods are used to compute correlation coefficients i.e.
Pearson’s correlation, Spearman’s correlation, and Kendall’s
correlation. The major difference among these methods is
that Pearson’s correlation coefficient method measures the
linear correlation between two variables while Spearman’s
and Kendall’s correlation coefficient methods are rank-based
[17].

Pearson’s correlation is also known as Pearson Prod-
uct Moment Correlation (PPMC). This method de-
notes the linear relationship between two sets of
data. It can be mathematically represented as follows:

= nyxy—Lxny
JInEx2—(Z %)% x[nTy*—(Ty) 21]

®)

Where x and y are two classes of observation and n is
cardinality. Tables 3 and 4 show the results of Correlation
between eight different graphical measures using Pearson’s
Correlation coefficient method for Tourism and Health data
sets respectively.

Spearman’s correlation coefficient determines the
strength and direction of the monotonic relationship
between two variables unlike the strength and
direction of the linear relationship between two
variables  determined by  Pearson’s  Correlation
Coefficient. Mathematically it can be represented as:

Yilxi—%) (yi— ¥)
= = 9)
VEilx— %)% Tilyi—7)2 ©

Where xi and yi are different observations of two
variables x and y while x and y denotes the mean of x
and y variables.

Tables 5 and 6 shows correlation coefficient results using
Spearman’s correlation method for Tourism and Health data
sets respectively.
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TABLE III. PEARSON’S CORRELATION COEFFICIENT MATRIX FOR DIFFERENT GRAPHICAL MEASURES FOR THE TOURISM DATA

SET
Closeness Centrality — In-Degree Betweenness Cen-  Degree# Out-Degree Authority Hub PageRank
trality
Closeness Centrality 1 0.743958709 0.874572787 0.908057989 0.906753968 0.90247858 0.90247858 0.864293884
In-Degree 0.743958709 1 0.725562307 0.719862983 0.713238148 0.709095088 0.709095088 0.660493418
Betweenness 0.874572787 0.725562307 1 0.949229563 0.946936927 0.946936927 0.93318685
Centrality 0.943813908
Degree 0.908057989 0.719862983 0.949229563 1 0.987385742 0.996392069 0.996392069 0.955432294
Out-Degree 0.906753968 0.713238148 0.943813908 0.987385742 1 0.989798596 0.989798596 0.954589998
Authority 0.90247858 0.709095088 0.946936927 0.996392069 0.989798596 1 1 0.959047028
Hub 0.90247858 0.709095088 0.946936927 0.996392069 0.989798596 1 1 0.959047028
PageRank 0.864293884 0.660493418 0.93318685 0.955432294 0.954589998 0.959047028 0.959047028 1

TABLE IV. PEARSON’S CORRELATION COEFFICIENT MATRIX FOR DIFFERENT GRAPHICAL MEASURES FOR HEALTH DATA SET

Closeness Centrality — In-Degree Betweenness Cen-  Degree# Out-Degree Authority Hub PageRank
trality

Closeness Centrality 1 0.846362 0.863758317 0.76734 0.84337 0.784257 0.784257 0.77225112
In-Degree 0.846362 1 0.945616262 0.902645 0.970988 0.9103246 0.910325 0.89737434
Betweenness 0.8637583 0.945616 1 0.868074 0.941313 0.8760474 0.876047 0.89273689
Centrality
Degree 0.7673395 0.902645 0.868073767 1 0.918721 0.9906427 0.990643 0.9717754
Out-Degree 0.8433701 0.970988 0.941312605 0.918721 1 0.9149031 0.914903 0.89049391
Authority 0.784257 0.910325 0.876047418 0.990643 0.914903 1 1 0.9715039
Hub 0.784257 0.910325 0.876047418 0.990643 0.914903 1 1 0.9715039
PageRank 0.7722511 0.897374 0.892736887 0.971775 0.890494 0.9715039 0.971504 1

TABLE V. SPEARMAN’S CORRELATION COEFFICIENT MATRIX FOR DIFFERENT GRAPHICAL MEASURES FOR THE TOURISM

DATA SET
Closeness Centrality  In-Degree Betweenness Cen-  Degree# Out-Degree Authority Hub PageRank
trality

Closeness Centrality 1 0.7605282 0.961213445 0.94368 0.941025 0.939574 0.93957402 0.96413
In-Degree 0.7605282 0.761842979 0.74856 0.754439 0.73528 0.73527994 0.747215
Betweenness 0.9612134 0.761843 1 0.96008 0.963302 0.954522 0.95452217 0.98905
Centrality
Degree 0.9436769 0.7485589 0.960084695 1 0.946545 0.986462 0.98646235 0.963072
Out-Degree 0.9410248 0.7544393 0.963302206 0.94654 1 0.944702 0.94470229 0.966529
Authority 0.939574 0.7352799 0.954522166 0.98646 0.944702 1 1 0.963581
Hub 0.939574 0.7352799 0.954522166 0.98646 0.944702 1 0.963581
PageRank 0.9641301 0.7472152 0.989050084 0.96307 0.966529 0.963581 0.9635814 1

TABLE VI. SPEARMAN’S CORRELATION COEFFICIENT MATRIX FOR DIFFERENT GRAPHICAL MEASURES FOR HEALTH DATA SET

Closeness Centrality — In-Degree Betweenness Cen-  Degree# Out-Degree Authority Hub PageRank
trality
Closeness Centrality 1 0.909266486 0.955776186 0.875444804 0.939190063 0.87013499 0.87013499 0.884639039
In-Degree 0.909266486 1 0.956111526 0.883566802 0.942763698 0.88537658 0.88537658 0.88344732
Betweenness 0.955776186 0.956111526 1 0.91409234 0.973446688 0.91130559 0.91130559 0.922475211
Centrality
Degree 0.875444804 0.883566802 0.91409234 1 0.894207097 0.96554629 0.96554629 0.986466538
Out-Degree 0.939190063 0.942763698 0.973446688 0.894207097 1 0.90411615 0.90411615 0.900307487
Authority 0.870134988 0.885376578 0.91130559 0.965546293 0.90411615 1 1 0.97378105
Hub 0.870134988 0.885376578 0.91130559 0.965546293 0.90411615 1 1 0.97378105
PageRank 0.884639039 0.88344732 0.922475211 0.986466538 0.900307487 0.97378105 0.97378105 1
Eendalls corrslation coefficient, not only provides Kendall’s rank correlation method depends en

the relationship between variables but also provides a
disltril':uutiaﬂ-free set of independence. It can be computed
EER

(10)

concordant and dizcordant. Concordant is defined as (x, >
vi) else (x. v, ) pair i3 Discordant Here n denotes a total
number of concordant while n, represents a total number
of discordant and n represents a total number of
observations. Tables 7 and § show correlation coefficient
results uvsing Kendall's correlation method for Tourism

and Health data zets respectively.
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TABLE VII. KENDALL'S CORRELATION COEFFICIENT MATRIX FOR DIFFERENT GRAPHICAL MEASURES FOR THE TOURISM DATA

SET
Closeness Centrality  In-Degree Betweenness Cen-  Degree# Out-Degree Authority Hub PageRank
trality
Closeness Centrality 1 0.67886972 0.913412546 0.89499822 0.888640662 0.8889581 0.888958 0.916315878
In-Degree 0.67887 1 0.660457174 0.67482918 0.680847861 0.6660882 0.666088 0.649413204
Betweenness 0.913413 0.66045717 1 0.91147801 0.910703855 0.900823 0.900823 0.967643569
Centrality
Degree 0.894998 0.67482918 0.91147801 1 0.912330518 0.9732006 0.973201 0.917279484
Out-Degree 0.888641 0.68084786 0.910703855 0.91233052 1 0.9113097 091131 0.919390226
Authority0.888958 0.66608821 0.900823041 0.97320058 0.911309721 1 1 0.916939153
Hub 0.888958 0.66608821 0.900823041 0.97320058 0.911309721 1 1 0.916939153
PageRank 0.916316 0.6494132 0.967643569 0.91727948 0.919390226 0.9169392 0.916939 1
TABLE VIII. Kendall’s correlation coefficient matrix for different graphical measures for Health data set
Closeness Centrality — In-Degree Betweenness Cen-  Degree# Out-Degree Authority Hub PageRank
trality
Closeness Centrality 1 0.8485335 0.929894323 0.8382129 0.886818 0.822930 0.82293 0.866740
In-Degree 0.8485335 1 0.8930163 0.8458952 0.908041 0.852857 0.85285 0.826180
Betweenness 0.9298943 0.8930163 1 0.8787961 0.922135 0.866273 0.86627 0.914390
Centrality
Degree 0.8382129 0.8458951 0.878796053 1 0.864611 0.932273 0.93227 0.947777
Out-Degree 0.8868183 0.9080418 0.922135679 0.8646116 1 0.878695 0.87869 0.854590
Authority 0.8229301 0.8528569 0.866273518 0.9322738 0.878694 1 1 0.924484
Hub 0.8229301 0.8528569 0.866273518 0.9322738 0.878694 1 1 0.924484
PageRank 0.8667400 0.8261800 0.914390541 0.9477773 0.854590 0.924484 0.92448 1

The above-computed correlation measures (Pearson’s,
Spearman’s, and Kendall’s correlation coefficient) exhibits
that most of the graphical measures discussed are highly
correlated. It is observed that measure Closeness Centrality
and Authority are highly correlated with other measures,
while In-degree is comparatively less correlated with other
measures. The authority and hub are the measures that
are circularly related as Hub point good authority vertices
and similarly, Authority points to good Hub vertices, hence
they are completely correlated to each other and score as
1 through all correlation coefficient measures. It is also
being experiential that In-Degree has the least correlation
with PageRank measure while on the other side Degree
has the highest correlation with Authority and Hub in all
the correlation coefficient methods. The reason behind their
strong correlation is the fact that Hub/Authority rankings are
’Degree biased’ i.e. they are strongly correlated within/out
degrees of corresponding nodes. To compute the correlation
coefficient we have excluded those measures which have
shown very low precision, recall, and F-Measure. Such
measures are not shown in the above methods of the
correlation coefficient.

5. CONCLUSION AND FUTURE WORK

The study proposed a novel semantic network-based
approach for automatic keyword extraction. The approach
represents the document in the form of a graph where
vertices represent noun terms of the document and edges
symbolize the semantic relationship between noun terms.
To get semantic relationship Hindi WordNet is used as
a background knowledge source. A set of graph-theoretic
measures applied to extract keywords based on their seman-
tic scores. The results are compared with the state-of-the-
art keyword extraction method TextRank as well as with
gold standard keywords. The results are evaluated based on
precision, recall, and F-measure. The analysis shows that
the set of keywords generated by the proposed approach
are better matched with the gold standard keywords as
compared to the match of keywords generated through
the TextRank approach with gold standard keywords. It
is noticed that the closeness centrality measure produces
better precision and recall as compared to other graphi-
cal measures in the case of matching with gold standard
keywords. Another graphical measure that came up as a
good measure to extract keywords is Eccentricity. On the
other hand, Authority proved as a fine graphical measure to
produce keywords through the proposed approach matching
with TextRank. The proposed approach is independent
of language and domain. It can be applied to the data
set of any language and any domain. The application of
keywords extracted can be constructive for Topic Detection
of a document, Title Construction of the document, Text
Summarization, Semantic Indexing, semantic labeling and
similarly to comment on Nature of document.
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To obtain better results this work can be enhanced by
finding semantic similarity among the words annotated
by human annotators and includes those words too
kevword sets that are semantically similar but may
lexicographically  different. It will increase the
inter-reliability between human annotators that will direct
to better precision and recall. The other aspect observed
15 that Hindi WordNet misses some of the direct relations
like #tE= (weather’ mausama) 1s a term, of which the set
of hyponvms mcludes names of different types of Ftas
{weather’ mausama) but 1t doesn’t show any relationship
with F&f (winter/sardi) and 7= (summer/garmi) while it
mcludes INE-Fg (winter/sarada-riu), INcHg
(winter/sarada'rtu), g (winter/sharad), INE®= (autumn
sharadkaal), s@eha (autumn'sharatkaal), 273 (autumn
sarat) as its hyponyms. Hindi WordNet may have more
such examples that can affect the constructed semantic
graph. In the future, this study may be enhanced by
mcluding document terms of other POS as adjectives,
verbs, etc to construct the graph.

In this study, we have also computed correlation coeffi-
cients between different graphical measures using Pearson’s,
Spearman’s, and Kendall’s correlation coefficient methods.
The correlation coefficient scores show that most of the
graphical measures are highly correlated. The proposed
work can also be applied to other languages and data set of
a closed and open domain as well.
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GLOSSARY-1

Hindi Ward Corresponding English Meaning  Hindi Word Corresponding Englizh Meaning
AT (avasara) Chance Tty (zatividh) The activity
ST (avakasa) The holiday e (phatlava) Spread
T (zameya) Time T (maeme) Weather
T (daza) Condition T (mamasumz) Monzoon
9 &) Tl o (e Vi
R (hara) Times T (yatm) The frzveller
T (taraphe) Direction W(pat]} Water
TC (tete) Coast W (przbandha) Management
TR (zalaha) Advice P?ﬁ(;zcdi) Cold
T (gamens) Motion T (gamiom) Summer
T1EA (sadhanz) Resources i (varsa) The year
g (karyz) Work | (polo) Polo
T (rzjya) State B (chatz) Rocf
) favadh) Peied AR it Detlsd
T (itels) Spor T (parvat) Momtzin
| (vyakt]) Person TR (jeladhara) Stream
FE¥ sl Tndus ] (o) Thewel
&I (anands) Toy oA (pathavazama)  Cowrse
Uﬁ'ﬂ":\ (parmam) The result i ({shingz) Slamg
B (mesiyon)  The heaghts Ii'lﬁﬂ (drzwinga) Drving
Wﬂm-ﬁlokapn}'ata} Populanty YOI (thekavats) Exhaustion
AT (avasyekata)  Requirement T (elrapatom)  Waterflls
‘Tﬂ-'c"'[ (paryatan) Tourism W(ya‘yazka) Tounst
TR (mabasager)  Qeean TG (monbed) The dome
T (vamks) Rain T (sarakes) Safty
T (prabhass) Efft oed adhlaty)  Ewees
A (alavay) Climate AIGAUI (brzhamana) Brahmin
B’Dfﬂiupaj\‘cgi) Use ﬁﬁﬂ@(w‘ﬁh& an)  Featres
o (k) Development fomat Talps) Option
@H(srma) The source {fa'c'(umta) Hz
e (nadiyom) The rivers TG (el Water Spartz
?Wfﬁ'@'ﬁ(naul‘arihm) Boatnde T (kramz) Order
Te (madads) Help T (upayoga) U
T (dhude) Waching T (sahems) Toberr

(nimaya) Decizion W (pakcarang) Catch
TR (i) Process A (bhramznz) Towr
T (svidha) Facility TRG (zarada) Autrm
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