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Abstract: Optical character recognition concerns translating character images into character text. Four main stages constitute any 

optical recognition system. They are pre-processing, feature extraction, character recognition, and post-processing. The two most 

important stages are the feature extraction method and the character recognition algorithm. The optical character recognition system 

for mobile application must fulfill two requirements, small system size and high speed. In this research, a lightweight footprint 

feature dataset was created based on the center and centroid of the character image together with other simple image statistics. Fast 

character recognition algorithm based on weighted Euclidean distance was adapted. A mobile phone application prototype was 

developed. An accuracy of over 99% was achieved. The execution time for recognizing one character was in millisecond scale when 

a mobile phone model was used. 
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1. INTRODUCTION   

Optical character recognition (OCR) has been the 
subject of research for decades. It has reached a mature 
state in most parts of it. The OCR algorithms vary where 
each has its unique features. However, the goal is the 
same, which is to convert the character image pixels into 
text characters. The focus of these algorithms can be on 
one or more of the three features; accuracy, speed, and 
storage capacity [‎1]. For example, in automatic mail 
forwarding applications, the accuracy is the main target 
since a mistake in one character may generate the wrong 
forwarding address. However, in large database document 
retrieval systems, the focus is on speed. In contrast, speed 
and storage capacity are the targets in mobile device OCR 
apps [‎2]. This is obvious because of the limited capacity 
and lower execution power that mobile devices have.  

    Any OCR system is built on finding suitable 
features of the character images that can be used to 
classify the image, and then developing the classification 
algorithm. There are many surveys that explain several 
feature extraction methods and classification and 
recognition algorithms [‎3-‎7]. The character document 
image’s physical and logical structure, and how its 
different parts relate, lead to the proper feature extraction 
method [‎‎8]. These features are either structural, statistical, 
or a mixture of both [‎9,‎10]. Some possible feature 
extraction methods are histograms, invariant moments, 
zoning, x and y projection, n-tuples, crossings, and 

distances [‎3]. Based on these features, the algorithms are 
built.  

    The number of OCR applications is huge [‎3]. It 
ranges from simple applications such as invoice reading, 
postal address reader, and vehicle plate recognition, to 
vast document retrieval [‎9,‎11]. 

    There are generally four stages in a complete OCR 
process. They are pre-processing, segmentation, feature 
extraction, and classification and post-processing [‎12]. 
The feature extraction and classification stages are the 
focus on this research. Simple pre-processing method 
including binarization can be found in the literature [‎13]. 
Other pre-processing and post-processing steps, which 
were built for mobile phone applications, were developed 
[‎14-‎16]. 

    OCR can be built for printed and handwritten 
characters. In addition, it can be built for the English 
language or any other language. The nature of each 
language dictates the feature extraction method and the 
recognition algorithm. For example, Arabic writing starts 
from right to left and the characters are in cursive script 
[‎17-‎19]. 

    Even though, there are many OCR applications for 
mobile phones, the need for fast and lightweight footprint 
system still exists [10]. The lightweight footprint system 
is import since it occupies less space. For example, 
Tesseract OCR which is one of the most prominent open 
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source OCR software has a size of almost 13 MB [9]. 
Whereas the proposed system is almost 10 times smaller 
in size than Tesseract. The proposed technique also 
presents a method to qualify the importance of OCR 
recognition system parameters which leads faster 
recognition. This research focuses on building a 
lightweight footprint features dataset together with a fast 
algorithm that fits for mobile phone applications.  

The preprocessing and post-processing stages are not 
considered in this research since developed methods were 
available in the literature. 

2. OCR FEATURE EXTRACTION AND RECOGNITION 

The proposed OCR algorithm starts by building 

characters feature dataset. This feature dataset is used 

later to classify any character based on the similarity 

between this character extracted feature and the feature 

dataset. The focus was on building a small footprint 

dataset. Small size dataset consumes small memory space 

and needs less computation power to process. These two 

attributes encourage using it in the mobile devices. In 

addition, it can be used in any other larger device 

utilizing these two features. 

A. Character strcture features 

The centers of images with similar sizes are identical. 
However, the centroid location may not necessary be 
consistent. It depends on the shape of the character. It 
would be expected that the centroids of characters with 
different fonts be close to each other’s. The line 
connecting the center and the centroid produces an angel 
that has some consistency among the same character in 
various fonts. A large database was used in this research 
where each character has 1016 different fonts [‎20]. It 
consists of 62 sets. Each set contains 1016 images 
corresponding to the character fonts. The image size is 
128 x 128 pixels. Figure 1 shows examples of characters 
in the database. 

 

Figure 1.  Samples of the characters in [20] 

 

Let the centroid point be at (cx,cy) and the center of the 
character image is at (xc,yc). Let (h) and (w) be the 
character image height and width respectively. The 
straight-line equation is given by Eq (1): 

𝑦 =  
𝑐𝑦−𝑦𝑐

𝑐𝑥−𝑥𝑐
(𝑥 − 𝑥𝑐) + 𝑦𝑐                      (1) 

The length of the straight line becomes: 

𝑟 =  √(𝑐𝑦 − 𝑦𝑐)2 + (𝑐𝑥 − 𝑥𝑐)2      (2) 

The angel is given by Eq (3): 

𝜃 =  tan−1 (
𝑐𝑦−𝑦𝑐

𝑐𝑥−𝑥𝑐
)                          (3) 

This process is done for both the character image and 
its negative image. Figure 2 shows the line connecting 
centroid and center and the angel of one font of the 
character ‘b’. 

 

Figure 2.  Straight lines connecting centeroid and ceter of ‘b’ image and 

its negative image. 

 

Since the characters images vary in sizes, the line 
length may vary for the same character and the same font. 
To extract this feature with consistency, the normalized x-
projection and y-projection of the line are calculated with 
respect to the x and y lengths. Eq (4) and Eq (5) show 
how to get these two values. However, the angles values 
are kept as they are since they are not affected by the 
image size. 

𝑥𝑝𝑟𝑜𝑗
𝑛𝑜𝑟𝑚 =  

𝑟  ∗ cos 𝜃 

|𝑤/2|
         (4) 

𝑦𝑝𝑟𝑜𝑗
𝑛𝑜𝑟𝑚 =  

𝑟∗ sin 𝜃 

|ℎ/2|
         (5) 

The three previous features (θ, 𝑥𝑝𝑟𝑜𝑗
𝑛𝑜𝑟𝑚, 𝑦𝑝𝑟𝑜𝑗

𝑛𝑜𝑟𝑚
) are 

calculated for the character image. It is also calculated for 

the negative image (θn, 𝑥𝑛𝑝𝑟𝑜𝑗
𝑛𝑜𝑟𝑚, 𝑦𝑛𝑝𝑟𝑜𝑗

𝑛𝑜𝑟𝑚
). This will 
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constitute six features. Since each character normally has 
different dimensions, then it would be an advantage to 
calculate the height to with ratio (HW) and the ratio of the 
number of pixels to the image size (PR) as in Eq (6) and 
Eq (7) respectively. 

𝐻𝑊 =  
ℎ

𝑤
                       (6) 

𝑃𝑅 =  
𝑛𝑜.𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠

ℎ∗𝑤
        (7) 

The resultant feature vector is [θ, 𝑥𝑝𝑟𝑜𝑗
𝑛𝑜𝑟𝑚, 𝑦𝑝𝑟𝑜𝑗

𝑛𝑜𝑟𝑚 , θn, 

𝑥𝑛𝑝𝑟𝑜𝑗
𝑛𝑜𝑟𝑚 , 𝑦𝑛𝑝𝑟𝑜𝑗

𝑛𝑜𝑟𝑚  , HW, PR]. These features were 

calculated for all 62992 characters images in the dataset 
producing a data matrix of size 62992 x 8. 

B. Character recognition 

Once the feature dataset is created, the recognition 
algorithm can be applied. There are many algorithms to 
choose from. Each of which has its focused applications. 
Some are good for fast recognition and others have 
excellent recognition accuracy. In this research, the two 
main features are the execution speed and the storage size 
requirement. 

    For object recognition, object distance algorithm is 
known with its various approaches [‎21]. For its simple 
arithmetic calculation, Euclidian distance is used in this 
research. Euclidian distance between a given vector (v) 
and all vectors in the dataset (vi) is obtained using Eq (8). 
The minimum of these distances indicates the recognized 
character as in Eq (9). 

𝐹𝐷𝑖 =  √∑ (𝑣 − 𝑣𝑖)
2𝑛

𝑖=1                (8) 

𝑅𝐶 = argmin(𝐹𝐷𝑖)                       (9) 

where n is the size of the dataset 

It is found that some features contribute to describing 
the character more than others. Hence, they should be 
given more weight during classification stage. Figure 3 
shows each normalized feature in the dataset where x axis 
is the normalized dataset size. 

 

 

 

Figure 3.  Normalized features of the characters in the dataset 
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To find out the expected contribution of each feature, 
the ratio of the standard deviation to the mean of the 
feature was calculated as in Eq (10). This is because larger 
value of standard deviation with respect to the mean value 
indicates that this feature span on larger sample space. 

𝑊𝑖 =  |
𝑠𝑡𝑑(𝑓𝑖)

𝑚𝑒𝑎𝑛(𝑓𝑖)
|          (10) 

where i is the number of features 

Wi is the feature’s contribution absolute value and 
(std) is the standard deviation. The result Wi = (0.50, 8.08, 
29.10, 0.57, 6.92, 20.40, 0.68, 1.51) are weights emphasis 
on Euclidean distance. Eq (8) became as in Eq (11). 

𝐹𝐷𝑖 =  √∑ (1/𝑊𝑖
2)(𝑣 − 𝑣𝑖)2𝑛

𝑖=1                (11) 

The character would be the minimum argument of 

𝐹𝐷𝑖. The formula was applied on the dataset where each 

character vector is compared with all vectors in the 
dataset. The character fonts are 1016 for each character in 
the dataset. This number is very large and some of the 
fonts are very rarely used. Part of the fonts; about 20, 200 
and 500 fonts of each character were also investigated. 
The results of applying various distance measures 
algorithms based on Matlab Euclidean distance function 
are shown in Table 1. It can be recognized from the table 
that Euclidean with weights algorithm slightly overcome 
all other algorithms in terms of accuracy. However, it 
takes little more execution time that simple Euclidean 
algorithm would take. 

 

TABLE I.  PERCENTAGE ERROR AND EXECUTION TIME USING VARIOUS VERSIONS OF EUCLIDEAN DISTANCE MEASURE 

Algorithm 
20 200 500 All 

% Error Execution time % Error Execution time % Error Execution time % Error Execution time 

Euclidean 0.0806 9.151x10-5 0.0807 21.120x10-5 0.207 1.001x10-3 0.281 2.098x10-3 

Euclidean with weights 0.0756 11.656x10-5 0.0757 25.211x10-5 0.201 1.108x10-3 0.277 2.270x10-3 

square deuclidean 0.0806 9.530x10-5 0.0807 20.616x10-5 0.207 0.966x10-3 0.281 2.093x10-3 

cityblock 0.0806 14.260x10-5 0.0807 20.549x10-5 0.207 0.965x10-3 0.281 2.070x10-3 

minkowski 0.0806 9.506x10-5 0.0807 21.549x10-5 0.207 1.001x10-3 0.281 2.120x10-3 

chebychev 0.0806 12.971x10-5 0.0807 28.865 x10-5 0.207 1.196x10-3 0.281 2.678x10-3 

cosine 0.0806 23.800x10-5 0.0807 85.271x10-5 0.207 4.752x10-3 0.281 10.545x10-3 

correlation 0.0806 28.069x10-5 0.0807 97.742x10-5 0.207 5.621x10-3 0.281 11.928x10-3 

hamming 0.0806 11.709x10-5 0.08071 33.152 x10-5 0.207 1.507x10-3 0.281 2.859x10-3 

 

C. Storage capacity reduction 

The dataset size that can be used ranges from 1240 x 8 
to 62992 x 8. Depending on the number of fonts needed to 
be covered in the OCR system. In all cases, the data is 
mostly real numbers. To store real number in 32-bit 
system, 4 bytes are needed. In 64-bit system it is 8 bytes. 
Less number of bytes can be used to store integer numbers 
if needed. For example, 2 bytes are enough to store an 
integer number if the maximum is 216. This can be 
specified in the programing language being used. It is also 
possible to use less number of bits by dedicated coding 
during storing stage. Then during the OCR recognition, 
the dataset is expanded and standard integer format. 

The dataset was analyzed to find the minimum and 
maximum of each feature and process it to scale the real 
numbers to integers. Figure 4 and figure 5 show the 
values of each feature before and after value scaling. It 
can be recognized that the values which are less than “1” 
are very rare in each feature. This makes it convenient 
since coding the feature value (FV) using integers will not 
cover those values which are less than “1”. 

By observing the maximum values of each feature, the 
number of bits needed to code these FVs are determined. 
The scaling was done as follows: 

𝐹𝑉𝑖 = 𝐹𝑉𝑖 − min (𝐹𝑉) 

The FVs then scaled by S = (1, 128, 128, 1, 128, 128, 
8, 32). 

𝐹𝑉𝑖 =  𝐹𝑉𝑖 ∗ 𝑆 

The maximum values became (359.99, 200.31, 
113.71, 359.98, 223.59, 211.74, 189.75, 1399.1). The 
number of bits to code each bits are (9, 8, 7, 9, 8, 8, 8, 11) 
by taking log2 of the maximum values and round it up. 
This gives a total of 68 bits for each entry in the dataset. 
The total reduction in the dataset size is %73.4 if 32-bit 
system is used and 86.7% if 64-bit system is used. In case 
all fonts for all character are used, the dataset size 
becomes 535 kB instead of 2.02 MB or 4.03 MB if 32-bit 
or 64-bit systems are used respectively. 
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Figure 4.  Features sorted values 

 

 

 

Figure 5.  Features sorted values after scaling 
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3. PROPOSED ALGORITHM EXECUTION ON MOBILE 

DEVICES 

The proposed OCR algorithm was developed for 
iPhone 7 mobile phones. The test focused on the speed 
and storage capacity. First, the dataset was migrated onto 
the iPhone 7. The dataset size in the device was shown to 
be 4336931 bytes. iPhone 7 "Apple A10 Fusion" has a 64-
bit processor which is a 64-bit ARM-based system on a 
chip with four cores. It has 2 GB of RAM and uses 32 
GB, 128 GB, or 256 GB of flash storage. Its frequency is 
between 1.64 and 2.34 GHz [‎22]. 

    Two versions of the dataset were tested. The first 
one was the dataset with real numbers while the second 
one was scaling and interceded one. GUI was built to 
accept the character image data as a vector. Then this 
vector was processed against the dataset and the resulting 
character was displayed. Figure 6 shows the mobile phone 
GUI. The execution time was found to be 0.46446 second 
for the first dataset while it was 0.46442 for the second 
dataset. This means, two characters can be recognized in a 
second. Therefore, a standard page with 80 characters by 
25 lines would take about 16 minutes to be completed. 
This indicates that the use of the integer-coded dataset 
was comparable to real number representation in terms of 
speed. However, the integer represented dataset size was 
535432 bytes, which gives size reduction of about 87%. 

 

Figure 6. iPhone 7 running the application 

 

4. CONCLUSIONS 

When developing OCR, the system may inforce 
certain requirements. Mobile devices need lightweight 
footprints and fast systems. In this research, these two 
goals were achieved. A lightweight feature dataset was 
built based on the straight line connecting the centroid and 
the center of the character image. The angle generated by 

this line and its length projections to the x and y axes were 
used as feature data points. A weighted Euclidean distance 
was used as the recognition algorithm. Various versions 
of the Euclidean distance algorithm were investigated to 
find the best of them. The feature dataset was reduced 
using integer representation in binary form instead of real 
numbers. The dataset size reduced was 87%. The 
execution time was reasonable for mobile devices. 
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