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Abstract: Translation from one language to another is extensively carried out by travellers, students and many other people. 

Unfortunately, less popular languages, such as Kreol Morisien (KM), are not catered for by popular translation systems. The objective 

of this work is to develop a system that translates English into Kreol Morisien and vice-versa. The size of the dataset which was used 

in the model consists of 19,650 pairs of English and Kreol Morisien sentences. The Kreol Morisien words are up to date since they 

were taken from the third edition of the Diksioner Morisien. A neural machine translation system has been used in this work. A 

transformer model with attention was then developed which was trained for several iterations. Evaluation of the system is done using 

the standard BLEU scores. The English to Kreol Morisien model achieves a BLEU score of 0.20 and the Kreol Morisien to English 

model achieves a BLEU score of 0.23. Both are much higher than existing systems. Furthermore, user evaluation has been carried out 

in the form of two surveys. Each survey consisted of 25 pairs of sentences in the source language and the target language. Responses 

were gathered from people with different age groups living in both rural and urban regions and including both students and 

professionals. We received more than 90 responses for each survey. Evaluation and testing of the translation model using the BLEU 

score showed that the model can produce satisfactory translations. 
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1. INTRODUCTION 

      Today we are living in a global village where the use of 
the Internet has increased to such an extent that it is having 
a positive impact on the economy. Lots of websites and 
documents are accessible over the Internet. There are more 
than 4 billion of people who use the internet actively as of 
July 2019, which covers 56 percent of the population 
globally [1]. Yet, the soaring usage of the internet has led 
to a divide between those who can access it and those who 
cannot. Language happens to be one of the driving factors 
of the digital divide. Only 20% of the Earth’s population 
speak English [2]. Despite this fact, English is used by the 
largest group of Internet users. Language barriers exist in 
Mauritius because many Mauritians are unable to express 
themselves properly using the English language and 
foreigners sometimes find it problematic to converse with 
Mauritians. The formers are usually comfortable only with 
their native language. Being the most used language in 
Mauritius, Kreol Morisien stands as a link between the 
different communities of the island. 

      Informally, Kreol Morisien (KM) is the medium of 

expression for most Mauritians. Moreover, over the last  
 

 

five years, the usage of the Kreol Morisien language has 

increased significantly in the official domain as well. A 

decade earlier, doing advertising in Kreol was considered 

vulgar but now it is considered ‘cool’. There is reasonably 

well written Kreol text in many places which include 

newspapers, on the MBC, in posters, banners, posters and 

leaflets as well as within official document from the 

government. In 2018, the 5th bimonthly publication of Revi 

Lalit, a 32-page magazine in the Kreol Morisien language 

was published [3]. The taboo against the written Kreol 

Morisien language is slowly being eradicated. 

      Today, dictionaries and guidebooks are available on the 
market to provide a more in-depth insight, clarity and 
standardization when it comes to writing in Kreol. In 2019, 
the third edition of the Kreol Morisien dictionary, 
Diksioner Morisien, was published which consists of 
around 2500 new entries. The Kreol Morisien dictionary 
celebrates its tenth anniversary with the release of this new 
edition. Kreol Morisien is, therefore, becoming essential 
for Mauritians since it has already been formalised as an 
official language. 

      In 2012, the Kreol Morisien language was introduced 
at school as an optional subject mainly because of the 

http://dx.doi.org/10.12785/ijcds/0906012 
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increase in the number of failures at PSAC (Primary School 
Achievement Certificate) which was previously known as 
the Certificate of Primary Education (CPE) examinations 
[4]. Children can have a better grasp of early learning since 
they can better express themselves openly in their mother 
tongue. Nelson Mandela rightly said that “If you talk to a 
man in a language he understands, that goes to his head. If 
you talk to him in his own language, that goes to his heart.” 

      Introducing this language at school has indeed been a 

success since the students have performed better in the 

Kreol Morisien language compared to other oriental 

languages as shown in Figure 1 [5]. 

 
Figure 1.  Percentage pass in different subjects at primary level 

      The Kreol Morisien language is becoming increasingly 
popular in the ICT field. It is used as a means of 
communication for sending text messages and emails. 
Moreover, the contents of certain websites are even 
displayed in Kreol. Also, Google has contributed towards 
the recognition of the Kreol Morisien language by 
providing the Kreol version of its search engine. This is an 
acknowledgement that the Kreol Morisien is a language 
and not a patois [6]. With the emergence of new 
technologies, a translation engine is crucial as it would help 
overcome language barriers, and facilitate the task of users 
by performing their needed translation faster. 

      The fact cannot be denied that the Kreol Morisien 
language also plays a significant role, especially in the 
advertising field. Certain articles in the newspaper are 
nowadays published in Kreol Morisien. There are also a 
multiple number of programs, including news bulletins, 
known as the “Zournal Kreol” which are aired on the 
national television in Kreol Morisien. Furthermore, “Senn 
Kreol”, a TV Channel in Mauritius, which is owned by the 
Mauritius Broadcasting Corporation (MBC), broadcast 
shows such as cooking shows and documentaries in the 
Kreol Morisien language. 

      This paper attempts to resolve the identified issues by 

developing a machine translation system that will enable 

people to switch to and from English and Kreol Morisien 

languages easily. The structure of the paper is organised as 

follows. Section 2 shows the relation of Kreol Morisien 

with other languages. Section 3 describes the relevant 

machine learning techniques. Some existing machine 

translation systems are described in Section 4. Section 5 

describes the methodology. Testing and evaluation are 

performed in Section 6 and we conclude the paper in 

Section 7. 

2. RELATION OF KREOL MORISIEN WITH OTHER 

LANGUAGES 

A. Similarities of Kreol Morisien with French language 

      Kreol Morisien is a French-based Creole language. 

Some examples of French and Kreol Morisien that are 

written and pronounced similarly are shown in Table 1. 

The corresponding English words are also given. 

TABLE I.  WORDS WITH SIMILAR ORTHOGRAPHY IN FRENCH 

AND KREOL MORISIEN 

French Kreol Morisien English 

four four oven 

gaz gaz gas 

selon selon according 

par par by 

 

      While writing in the French language, accents are used 

more as compared to Kreol Morisien. There are many 

words which have same the pronunciation in French and 

Kreol, but with different graphemes. Some examples are 

shown in Table 2. The corresponding English words are 

also provided. 
 

TABLE II.  WORDS WITH DIFFERENT ORTHOGRAPHY BUT 

SAME PRONOUNCIATION IN FRENCH AND KREOL MORISIEN 

French Kreol Morisien English 

insecte insekt insect 

sale sal dirty 

oui wi yes 

dire dir tell 

B. Differences between Kreol Morisien and English 

      Differences exist between the English language and 

the Kreol Morisien language. For example, objects are 

sometimes moved before the adjectives when translating 

from English language to Kreol Morisien [7]. Another 

example is that there is difference between singular and 

plural [7]. The plural does not take “s” when translating 

English to Kreol Morisien. Instead, the word “boukou” is 

used to mean many. 

C. Differences between Kreol Morisien (KM) and 

Haitian Kreol 

      Haitian Kreol is a French-based Kreol spoken mostly 

in Haiti, a country located in the Latin American regions. 

Although Kreol Morisien is also based on the French 

language, Kreol Morisien and Haitian Kreol are very 

different. Some of these differences in their vocabulary are 

shown in Table 3. 
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TABLE III.  DIFFERENCES BETWEEN KREOL MORISIEN AND 

HAITIAN KREOL 

English Kreol Morisien Haitian Kreol 

You are beautiful. Ou zoli. Ou bèl. 

I am eating an apple. 
Mo pe manz enn 

pom. 

Mwen manje yon 

pòm. 

I am hungry. Mo pe gagn fin. Mwen grangou. 

I am coming to the 

shop. 

Mo pe vinn 

laboutik. 

Mwen vini nan 

boutik la. 

3.   MACHINE TRANSLATION 

      The concept of machine translation has been around 

since the middle of last century. Machine translation is a 

sub-field of computational linguistics which does the 

translation of one language to another through a computer 

algorithm [8]. A significant amount of data can be 

translated in a very short amount of time using machine 

translation, and it is much less costly as compared to 

human translators [9]. 

         Machine translation systems can be implemented 

using different approaches which include rule-based 

algorithms, statistical systems, knowledge-based 

approaches and deep learning. Rule-based translation 

consists of grammatical rules and programs to translate a 

source language into a target language. The first stage is to 

get the word classes for each word, as shown in Table 4.  

TABLE IV.  WORD CLASSES 

Word Word classes 

a indefinite article 

boy noun 

eats verb 

an indefinite article 

orange noun 

 

      Next, the syntactic information about verbs and other 

nouns are obtained. The final stage is the mapping of the 

words into their appropriate inflected forms as shown in 

Table 5V.   

TABLE V.  ENGLISH TO KREOL MORISIEN MAPPINGS 

English Kreol Morisien 

a enn 

boy garson 

eats manz 

an enn 

orange zoranz 

 

 

      The statistical approach uses a probabilistic process 

based on statistics derived from a large corpus of parallel 

sentences. If given enough training data, translation 

systems using this approach perform much better than 

rule-based systems [10]. KANT is an example of a 

Knowledge Based Machine Translation (KMBT) system 

which was developed on a big scale for multilingual 

translation [11]. 

      Deep learning is a subcategory of machine learning 

while machine learning is an important branch of Artificial 

Intelligence. Deep learning also creates patterns which are 

then used to make decisions [12]. A Recurrent Neural 

Network (RNN) is a form of deep learning which is 

designed in such a way that the inputs and outputs are 

sequences of text. Words that are generated at each 

position in a sentence in the target language are dependent 

in some manner on all the previous words in that sentence. 

This recurrence is used as a form of memory.   

      The aim of a sequence-to-sequence model is to 

translate text where the input and the output are sentences. 

The latter is a series of words which goes inside and 

outside of a model [13][14][15]. Figure 2 shows how 

neural machine translation from English to Kreol Morisien 

using an LSTM (Long Short-Term Memory) model takes 

place using an Encoder-Decoder network  

 
Figure 2.  Translation using an Encoder-Decoder network [16] 
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 4. LITERATURE REVIEW 

      There have been many attempts to show the 

performance of neural machine translation approaches on 

Indian languages. Jadhav (2020) [17] introduced a Marathi 

to English neural machine translation using the 

Transformer model which uses a dataset of around 1 

million parallel sentences. The system achieves a BLEU 

score of 0.72 for sentences having a word count of less 

than 15. A BLEU score of 0.30 was achieved on longer 

sentences. For sentences less than 15 words, the 

transformer model achieved a higher BLEU score than 

Google Translate. They plan to support multiple Indian 

languages for the English translation task. 

      AnglaHindi was developed in 2003 by Sinha and Jain 

[18]. It is an English to Hindi machine translation system. 

AnglaHindi uses an abstracted example-based approach to 

get more precise translation for nouns and verbs that are 

commonly encountered. A partial hybridization of rule-

based and example-based methods have been 

incorporated. Ambiguities are resolved using an 

appropriate distance function.  

      The Arabic language exhibits a rich morphology and 

implementing a machine translation system for this 

language is quite challenging. Salem et al. (2008) 

introduced a machine translation system called UniArab 

which is based on the Role and Reference Grammar 

(RRG) linguistic model [19]. The latter maps the semantic 

representation of a sentence to its equivalent syntactic 

representation. The model creates a logical structure from 

an Arabic sentence. The equivalent sentences in the target 

language is then generated based on this logical structure. 

Among the challenges faced while developing the system, 

the main one is that in Arabic, there are some words which 

hold the meaning of the entire sentence. Therefore, the 

translation system should have a robust analysis to realise 

that this one word is equivalent to a full sentence in 

English.  

      Almahairi et al. (2016) introduced another Arabic to 

English neural machine translation system and compared 

it with a standard phrase-based translation system [20]. 

The results show that the phrase-based and neural 

translation systems perform comparably well to each other 

and that proper preprocessing of Arabic script has the 

same outcome on both systems. However, the authors 

conclude that the neural machine translation meaningfully 

outperforms the phrase-based system on an out-of-domain 

test making it attractive for real-world deployment.  

      Costa-Jussà and Banchs (2011) developed a phrase-

based statistical Haitian-Creole to English machine 

translation system which was used as a means of 

communication by people in Haiti during the 2010 

earthquake [21]. This system was ranked first in the 6th 

Workshop on Statistical Machine Translation in 2011.  

      The performance of some recently developed models 

using deep learning for the translation of Japanese to 

English was examined by Greenstein and Penner [22]. An 

RNN search model was trained on a subgroup of 

approximately 150,000 sentence pairs. With little training, 

the model was able to perform the translations with 

relatively high accuracy and adapts to grammatical 

complexity with ease.  

      Although a lot of work has been done on the translation 

of popular spoken languages, inadequate attention has 

been given to machine translation for less popular and 

under-resourced African languages. By making use of 

modern neural machine translation techniques, Martinus 

and Abbott trained several deep learning models to 

translate English to five official South African languages 

[23]. For each language, two neural machine translation 

architectures were used, namely, ConvS2S and 

Transformer. It was noted that the Transformer model 

performed better than the ConvS2S model for all 

languages. The system offered good quality translation for 

languages like Xitsonga, Setswana and Afrikaans since 

they had good quality data. However, more work has to be 

done for languages like isiZulu and Northern Sotho since 

they had little data.   

Xhosa is a language which is spoken by around 16% 

of the population in South Africa [24]. Mueller and Lal 

(2019) proposed a sentence-level process to perform the 

translation of Xhosa to English [25]. The dataset consists 

of 20544 English and Xhosa parallel sentences for training 

and 1956 sentences for testing. An attention-based neural 

machine translation model using transformers as its 

foundation was used. The sentence adapted models 

achieve slightly higher BLEU scores compared to standard 

neural approaches.  

      Swahili plays an important part in education in several 

African countries such as Uganda and Kenya [26].  Guy et 

al. (2011) introduced an English to Swahili and Swahili to 

English statistical machine translation system called 

SAWA using the Moses package [27]. The dataset consists 

of more than two million words. The dataset was randomly 

divided into a 90% training set and a 10% testing set. For 

English to Swahili translation, the BLEU score for Google 

Translate was 0.26 while for SAWA it was 0.20. 

Moreover, for Swahili to English translation, a BLEU 

score of 0.29 was obtained for Google Translate and 0.35 

for SAWA.  

The national language of the Philippines is Filipino 

[28]. Ang et al. (2015) developed a system that translates 

Filipino to English and vice-versa [29]. The dataset 

contains around 22000 sentences. The system was 

implemented using a Moses-based statistical machine 

translation approach. Training was performed using 

feedback from users for a period of three months. Over the 

course of 100 training steps, the translation accuracy 
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sharply improved within the first few repetitions, which 

then gradually decreased due to over-fitting. The highest 

BLEU score for the English to Filipino translation was 

0.34 and 0.39 for the other way.  

Oo et al. developed a system to translate the Burmese 

language to the Arakanese language [30]. Arakanese is a 

language which closely related to Burmese. 14,076 parallel 

sentences were used for training, 2485 sentences for testing 

and 1812 for evaluation. Three neural machine translation 

models were implemented: recurrent neural networks 

(RNN), transformer, and convolutional neural networks 

(CNN). The best performance was obtained with CNN. 

The model achieved a BLEU score of 0.84 for Arakanese 

to Burmese and 0.81 for the other way.  

Coming to Mauritius, the first English to Kreol 

Morisien machine translation was presented by Pudaruth 

et al. [9].  To perform translation, they used a greedy rule-

based approach. First, the text was split into an array of 

sentences using a greedy algorithm. If the greedy 

algorithm is not successful, morphological analysis is 

performed to check for equivalent translation by extracting 

the root of words. Finally, the words were reordered to 

match the structure of the target language.  

Sukhoo et al. (2014) introduced another Kreol 

Morisien to English machine translation system named 

Anou Tradir [31]. The latter is a statistical machine 

translation (SMT) system which was developed using a 

phrase-based approach. The languages involved were 

English, French, and Kreol Morisien. French was used as 

a bridge language since it is closer to Kreol Morisien. A 

‘transfer method’ was used to translate English sentences 

to Kreol Morisien. Sukhoo et al. (2014) developed another 

statistical machine translation with a similar dataset using 

generic translation models developed by IBM 

(International Business Machines) [7]. Both systems were 

not evaluated adequately. 

      The major issues which were found in some of the 

systems are the size and the quality of the corpus to train 

the machine translation system. Furthermore, it can be 

seen that very little consideration has been given to the 

translation of the Kreol Morisien language. The existing 

systems to translate English to Kreol Morisien were 

implemented using either rule-based or statistical 

approaches. Also, the Kreol Morisien language used for 

the creation of the datasets in the existing systems was not 

standardized.  In the last five years, no new recent 

approaches have been implemented for the translation of 

Kreol Morisien to English. Thus, we propose to use a 

neural machine translation approach to translate English to 

Kreol Morisien and vice-versa. A transformer model with 

attention will be developed for training the models. The 

third edition of the Diksioner Morisien (dictionary), which 

is the most recent one, will be used to learn the Kreol 

Morisien (KM) language before the creation of the dataset. 

5.  METHODOLOGY 

A. Description of the dataset 

      Nineteen thousand, sixty hundred and fifty (19,650) 

English and Kreol Morisien sentences are used for 

training, another 1000 pairs are used for testing and an 

unseen set of 1000 sentences is kept aside for validation. 

The details of the training set are shown in Table 6. 

TABLE VI.  DATASET 

B. Why Attention? 

      Attention is one among the most dominant ideas in the 

machine learning and deep learning community. The use 

of attention mechanisms is increasing to improve the 

performance of neural machine translation by focusing on 

the sub-parts of the sentence during translation [32].  It was 

mainly designed for sequence-to-sequence models.  In a 

sequence-to-sequence model, the encoder inputs are 

discarded. Only the final states are used as input to the 

decoder.  This method works well for short sentences but 

as the length of the sentence increases, using a single 

vector becomes a bottleneck. It becomes very difficult to 

encapsulate longer sentences into a single vector [32].   

 

Figure 3.  Encoder diagram showing the intermediate states [32] 

      The intermediate states of the encoder are shown in 

Figure 3. The states k1, k2, k3 and k4 represents vectors 

of fixed length. k1 represents the information found in the 

start of the sequence and k4 stores the information found 

in the later part of the sequence.  

Statistics English Kreol Morisien 

Number of sentences 19650 19650 

Total number of words 146232 143737 

Number of unique words 10084 10091 

Length of shortest sentence 1 1 

Length of the longest 

sentence 
26 27 

Average number of words 

in a sentence 
7.4 7.3 
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      Suppose we want to predict the first word in the target 

sentence, that is, “pa”. Using the attention mechanism, all 

the states of the encoder are not required to predict this 

word. The probability that the data about the word “pa” 

will be found in the first few states, for example k1 and k2, 

is high. Therefore, we want the decoder to focus more on 

the first few states. Since we are predicting the first word 

of the sentence, there is no current internal state. Hence, 

the last state of the encoder, that is k4, will be used as the 

previous decoder state [32]. Using all the encoder states 

and the current state of the decoder, a simple feed forward 

neural network can be trained as follows [32]: a score is 

generated for each state, the attention weight is computed, 

the context vector is calculated, the context vector is 

concatenated with the output  of the previous time step and 

finally the output is decoded by the decoder. These steps 

are shown in Figure 4. 

 

Figure 4.  Steps for predicting the first word in a target sentence [32] 

      Figure 5 illustrates a possible example to show how the 

weight is given to each hidden state when translating the 

sentence “do not play outside” to Kreol Morisien. The 

darker the colour implies that more weight is associated to 

each word. 

 

 

Figure 5.  Example to show how the weight is given to each word [32]  

C. Transformer model 

     Figure 6 shows the architecture of an encoder-decoder 

system. Firstly, the input of the encoder passes through the 

self-attention layer [33]. The outputs of the self-attention 

layer are then fed to a feed forward neural network [33].  

Self-attention is an attention mechanism which relates 

different positions of a single sequence to produce a 

complete representation of the sequence [33]. The idea 

behind using self-attention is explained in Figure 7. 

 
Figure 6.  Transformer model [34]    

 

Figure 7.  Applying self-attention on a sentence [35] 

            The transformer uses self-attention to understand 

relevant words in the sentence. To decode the final 

sequence, we use the decoder. The latter consists of three 

layers: the self-attention layer, the feed forward neural 

network layer and between these two layers is the 

attention layer. 

D.  System Model 

             Figure 8 shows the system model which depicts the 

different phases in the system development process. The 

dataset normally contains unstructured data, so cleaning 

needs to be done before going ahead with the 

implementation. The cleaning operations done are as 

follows: all punctuation characters are removed, all 

Unicode characters are normalised to ASCII, all texts are 

converted to lowercase and any non-alphabetic tokens are 

removed.  

      Next, the tokenizer splits the sentences into a list of 

words and then converts the latter to integers. Each 

sequence must have the same length. Since the sentences 

in the text file are of different lengths, the maximum 
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length of the sentences in the dataset is found and then 

padding is done at the end of the sentences so that 

eventually, all the sentences are of the same length.       

       The models are trained on 19,650 pairs of parallel 

sentences. For both English to Kreol Morisien and Kreol 

Morisien to English translation, the models have been 

trained for 25000 steps, where each thousand step took 

around one hour to complete. 

 

 

Figure 8.  System Design 

 

 

 

6. TESTING AND EVALUATION  

            Evaluation of the quality of a text which has been 

translated from one language to another can be done using 

the BLEU algorithm. The BLEU score lies between 0 and 

1. A perfect match results in a score of 1, whereas a perfect 

mismatch results in a score of 0 [36].   

      Figure 9 shows how the BLEU score varies as the 

number of training steps increases for the translation of 

English to Kreol Morisien. Figure 10 illustrates how the 

BLEU score varies as the number of raining steps 

increases for the translation of Kreol Morisien to English. 

 
Figure 9.  BLEU scores for English to Kreol Morisien translation 

 

Figure 10.  BLEU scores for Kreol Morisien to English translation  

      The English to Kreol Morisien model achieved a 

BLEU score of 0.20 and the Kreol Morisien to English 

model achieved a BLEU score of 0.23. 

The examples in Table 7 show how the translation 

from English to Kreol Morisien improved until it reached 

the best possible translation. The English equivalent of the 

Kreol Morisien sentences are also provided. Sentences of 

varying lengths have been used to show the progress of the 

translation.  
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TABLE VII.  ENGLISH TO KREOL MORISIEN TRANSLATION 

Source sentence 1: 
 

For living the good life. 

 
Target sentence 1:       Pou viv la bel vi. 

 
Translated texts:       Enn bon bon. 

Pou enn bon lavi. 
Pou viv bon lavi. 

Pou viv enn bon lavi. 

A good good. 

For a good life. 
To live good life. 

To live a good life. 

Source sentence 2: Let us just keep this between ourselves.  

Target sentence 2:       
 

Les nou gard sa zis ant nou.    

 Translated texts:       Les nou nou nou nou. 

Les nou gard sa ant 
sa mem-la. 

Les nou fek gard sa 

ant nou mem. 

 

Les nou gard sa ant 

ou mem. 
Les nou zis gard sa 

ant nou mem. 

Let us us us us. 

Let us keep this 
between this. 

Let us just keep 

this between 

ourselves. 

Let us keep this 

between ourselves. 
Let us just keep 

this between 
ourselves. 

 

     The examples in Table 7 show how the translation from 

English to Kreol Morisien improves using sentences of 

varying lengths until it reaches an acceptable translation. 

TABLE VIII.  KREOL MORISIEN TO ENGLISH TRANSLATION 

Source sentence 1: A kisann-la to apartenir? 

Target sentence 1:       Who do you belong to? 

Translated texts:       Who is your favorite? 

Who did you belong to? 

Who do you belong to me? 

Who do you belong to? 

Source sentence 2: Nou lavi kouma enn karne kot bann paz 
kouver ar tou bann moman. 

Target sentence 2:       Our life is like a notebook of which pages 

are covered with all the moments. 

Translated texts:       Our life is like a real of all the pages of 
everything. 

Our life is how to be a real pages of all the 

times. 
Our life is like a diary where the pages of all 

kinds. 

Our lives like a diary in the pages of all the 
moment. 

Our life is like a diary where the pages of all 
the moment. 

 

      From Table 8, we can see that there is an improvement 

in the quality of the translation from Kreol Morisien to 

English with increase in the number of training steps. The 

BLEU scores show that the quality of the translation from 

Kreol Morisien to English is slightly better compared to 

the translation from English to Kreol Morisien This is 

because there are only about 20,000 words in Kreol 

Morisien words while there are more than 200,000 English 

words. Therefore, translating English is more challenging.      

Table 9 shows six sentences which has been translated 

perfectly from English to Kreol Morisien while Table 10 

shows another six sentences whose translations are not so 

good. Table 11 and 12 shows examples for KM to English. 

TABLE IX.           SIX PERFECTLY TRANSLATED SENTENCES 

FROM ENGLISH TO KREOL MORISIEN 

Source sentence Target sentence Translated sentence 

When do you run? Kan to galoupe? Kan to galoupe? 

I gave my brother 
a dictionary. 

Mo finn donn mo 

frer enn 

diksioner. 

Mo finn donn mo frer 
enn diksioner. 

Tom never seems 
to know what to 

say. 

Tom zame paret 

kone ki pou dir. 

Zame Tom paret kone ki 

pou dir. 

I am attached to 

her. 
Mo atase avek li. Mo atase ar li. 

He is always 

changing his mind. 

Touletan li sanz 

so lespri. 
Li touletan sanz so lespri. 

The mother is 

certain. 
Mama-la sertin. Mama-la sir. 

TABLE X.  SIX NOT PERFECTLY TRANSLATED SENTENCES 

FROM ENGLISH TO KREOL MORISIEN 

Source sentence Target sentence Translated sentence 

If you pull too hard. Si to ris tro for. Si to tro dir. 

The park is open to 

everybody. 

Park-la ouver pou 

tou dimounn. 

Park la ouver tou 

dimounn. 

Where swimming is 
concerned. 

Kot naze konserne. Kot naze. 

First cousins are too 
close for marriage. 

Bann premie kouzin 
tro pros pou marye. 

Dabor de kouzin pou 
maryaz. 

Father bought me a 

new bicycle. 

Papa ti aste enn 

nouvo bisiklet pou 

mwa. 

Papa ti aste enn nouvo 

bisiklet. 

Mother was busy 

cooking, in the 

meantime. 

Mama ti okipe kwi, 

antretan. 

Mama ti okipe nek 

kwi..lave enn 

violasion parke. 

TABLE XI.  SIX PERFECTLY TRANSLATED SENTENCES FROM 

KREOL MORISIEN TO  ENGLISH  

Source sentence Target sentence Translated sentence 

A kisann-la to 

apartenir? 

Who do you belong 

to? 

Who do you belong 

to? 

Mo mama pa koz 

angle. 

My mother does not 

speak English. 

My mother does not 

speak English. 

Mo pou telefonn li 

dime. 

I will call him 

tomorrow. 

I will call him 

tomorrow. 

Mo kapav esey li? Can i try it on? May I try it on? 

Konpare ar li. 
In comparison to 

him. 
Compared with him. 

Lafin so lavi. 
At the end of his 

life. 
The end of his life. 

TABLE XII.  SIX NOT PERFECTLY TRANSLATED SENTENCES 

FROM KREOL MORISIEN TO  ENGLISH  

Source sentence Target sentence Translated sentence 

Si to ris tro for. 
If you pull too 
hard. 

If you are too rich. 

Kot naze konserne. 
Where swimming 
is concerned. 

Where is concerned. 

Sa garson-la pa 
manze. 

That boy does not 
eat. 

This boy is not food. 

Li ti deza kontan li. 
She was already in 
love with him. 

It was already to him. 

Bann vas sakre pou 

bann indou. 

Cows are sacred to 

hindus. 

The sacred ritual took 

action subsequent. 

Mo espere mo ti 
kone kouma mo 

kapav konvink tom.  

I wish i could 
figure out how to 

convince tom. 

I wish I could figure 
out how to convince us. 
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        To evaluate the quality of the translated texts by 

potential users, two Google Forms were created, one for 

English to Kreol Morisien translation and another one for 

Kreol Morisien to English translation. The surveys consist 

of 25 questions each. Each question was a pair of 

sentences which consist of a sentence in the source 

language and its translation in the target language. The 

translation was performed by our proposed system. The 

respondents were familiar with both languages. 

Responses were gathered from different age groups, from 

rural and urban regions and from both students and 

professionals. The sentences chosen were of varying 

lengths and from perfect translation to very poor 

translation. The survey was kept open for one week where 

92 respondents filled the English to Kreol Morisien 

survey form while 103 respondents filled the other form. 

Figure 11 and 12 show the result of a random question 

from each survey. 
 

 

Figure 11.  Result of a question in the English to Kreol Morisien survey  

 
Figure 12.  Result of a question in the Kreol Morisien to English survey  

      The average score for the English to Kreol Morisien 

survey was 3.8/5 and that of the Kreol Morisien to English 

survey was 3.9/5. While some have rated the translation 

based on how much meaning is preserved in the source 

sentence and the target sentence, others have rated it based 

on criteria like grammar, spelling and choice of words. 

Therefore, assessing the quality of translation is not an 

easy task. Similar to the results from the BLEU scores, the 

quality of the Kreol Morisien to English translated was 

rated as slightly better than that of the English to Kreol 

Morisien translations. 

      Compared to the first English to Kreol Morisien 

machine translation presented by Pudaruth et al. (2013)  

which had the ability to perform translation only with short 

sentences, our system further improves on this by its 

ability to translate much longer sentences with a higher 

degree of readability [9].  

Anou Tradir, a statistical machine translation system 

developed by Sukhoo et al. (2014) used a dataset 

consisting of 13,795 parallel sentences which is much less 

than the one used in this work [31]. The final BLEU score 

obtained in Anou Tradir is 0.08 for the English to Kreol 

Morisien and 0.12 for the other way, which is much less 

than the ones obtained in our system. Furthermore, the 

dataset used was not standardized and was not up to date 

with respect to the standard way of writing Kreol 

Morisien. Sukhoo et al. (2014) developed another 

statistical machine translation system using the same 

dataset but this time using generic translation models 

developed by IBM but the BLEU scores were found to be 

within the same ranges as Anou Tradir [7]. This indicates 

that our system is an improvement over the former 

systems, with a larger dataset and using the standard Kreol 

Morisien language. 

7. CONCLUSION 

Kreol Morisien (KM) is a language that is 

predominantly spoken only in the Republic of Mauritius. 

It is an under-resourced language because the number of 

people speaking this language in the world is less than 1.5 

million. Furthermore, although the Kreol Morisien 

language has been the lingua franca for centuries, it gained 

a national status only in the year 2012 when it was 

introduced as a formal language in the educational system. 

To our knowledge, there are currently no reliable 

automatic translation services for translating Kreol 

Morisien into English or vice-versa. Thus, in this work, we 

have implemented an automatic system for translating 

Kreol Morisien into English and English into Kreol 

Morisien using a neural machine translation approach 

based on the concepts of deep learning, attention and the 

transformer model. The English to Kreol Morisien 

translation model achieved a BLEU score of 0.20 while 

the Kreol Morisien to English model achieved a BLEU 

score of 0.23. The translation of KM to English is of 

slightly better quality because the vocabulary of KM is 

much less than that of English and therefore it is easier for 

the program to understand and translate a KM word than 

an English word. The user acceptance test carried out by 

means of online surveys showed that the quality of KM to 

English translation was rated at 78% while the score was 

76% for English to KM translation. These numbers are 

relatively high showing that even with a moderate training 

set of 19,650 parallel sentences, our proposed models are 

able to produce reliable translations. In the future, we 

intend to increase the size of our dataset by a considerable 

amount as this is the primary means of improving the 

quality of the translated texts. These translation models 

can also be deployed online via a web portal to allow the 

general public to use them and provide their feedback. 
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