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Abstract: Methods to measure income indexes have for quite some time now been an important subject in statistics and econometric research. Various measures were proposed and studied. These measures are based on incomplete moments or incomplete conditional moments and they take into consideration the shape of the income distribution but suffer sometimes from low efficiency and or lack or robustness. In this note, some measures of income are reviewed such as Lorenz curve, Gini’s index, entropy index and Schutz’s index.
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1. INTRODUCTION

Equality of income distribution is found when every income unit receives its proportional share of the total income. The income units may be further defined as individual, head of family, and a consumption unit; see for example, Cowell (1980), Lambert and Lanza (2003). Inequality may be defined as any deviation from equality. Thus, if any person received less than his proportionate share of the aggregate income, the distribution would be unequal, see for example Schutz (1951) and Zheng and Formby (2000). We review the Axioms of income inequality measures. Also, we review some of income inequality measures and the advantages and disadvantages of these measures.

2. INCOME MEASURES

To begin with, we want to review the desirable properties of inequality measure to know which measure satisfies these properties and know the best measure. Furthermore, we review several famous inequality measures such as Lorenz curve, Gini coefficient, Entropy indexes, and Schutz coefficient.

A. Axioms for inequality measures

If \( x_1 \leq x_2 \leq \ldots \leq x_n \) is an ordered income distribution among \( n \) individuals denoted by a nonnegative vector

\[
X = (x_1, x_2, \ldots, x_n)
\]

The inequality measure \( \theta(X) \) is defined as a unique function of \( x_1, x_2, \ldots, x_n \) satisfying certain desirable properties. These axioms will be presented below, however, all axioms may not be satisfied in a single measure.

Axiom 1. Income scale independence.

If \( Y = \alpha X (\alpha > 0) \), then \( \theta(X) = \theta(Y) \). This axiom requires the inequality measure to be invariant to income changes by the same proportion. In other words, this axiom implies that the inequality measure should remain unaffected if each income is altered by the same proportion, therefore, the inequality measure should be independent of the scale of measurement. Most standard measures pass this test except the variance since \( \text{var}(\lambda Y) = \lambda^2 \text{var}(Y) \) where \( \lambda \) is scalar and \( Y \) is a vector of incomes; see Revallion (2004).


The population principle requires inequality measures to be invariant to replications of the population. That means if a proportionate number of persons are added at all income levels.

Axiom 3. Transfer Principle.

This axiom requires the inequality measure to rise (or at least not fall), when an income is transferred from a poorer to a richer person. On the other hand, when an income is transferred from a richer person to a poorer person should register a fall (or at least not increase); see Castagnoli and Muliere (1990) and Chateauneuf and Moyes (2006).

Axiom 4. Symmetry.

\[
\theta(X) = \theta(\pi(X)) \text{ where } \pi \text{ is any permutation of } X.
\]

This axiom implies if two individuals interchange their
income positions, inequality remains unchanged. Moreover, the inequality depends only on the frequency distribution of incomes and not on the order in which individuals are ranked within the distribution. In addition, this axiom requires that the inequality measure be independent of any characteristic of individuals other than their income; Gaertner and Namezie (2003).

Axiom 5. Decomposability.

This axiom requires that the inequality is seen to rise (decrease) amongst each sub-group of the population when we would expect inequality overall to increase (decrease). In some measures when we sum the within and between-group inequality, they don’t sum to the total inequality.

Axiom 6. The inequality measure lies in the range of zero to one.

The inequality measure takes zero, when all individuals have equal income. Also, inequality measure takes the value unity, when one individual gets all the income.

3. LORENZ CURVE

The Lorenz curve is a tool used to represent income distributions: it tells us which proportion of total income is in the hands of a given percentage of population. The Lorenz curve can be defined as the relationship between the cumulative proportion of income units and the cumulative proportion of income received when units are arranged in ascending order of their income; see for example Cowell (1995), Sen(1997), and Shahateet(2006). Also, The Lorenz curve has been used as a graphical device to represent size distribution of income and wealth. In addition, The Lorenz Curve is not limited to a specific type of population or variable that is distributed among that population; see Aaberge (2000) and Bellú and Liberati (2005).

The Lorenz curve can be represented by a function \( L(F) \) where \( F \) is the horizontal axis and \( L \) is the vertical axis. The points in the Lorenz curve are indexed in non-decreasing order that mean Lorenz curve is a linear function; see Daniel, J. (2009) and Frosini (2005).

The Lorenz curve can measure the inequality in any society by the distance between the equality line and Lorenz curve. If the Lorenz curve is farther away from the line of perfect equality, then that case is considered to have less equality than a case with a curve nearer to the equality line; see Gastwirth (1972) and Zenga (2007).

Let a vector of income \( X \) (a positive random variable) from a continuous distribution with cumulative distribution function (cdf) \( F(x) \), density function \( f(x) = F^{-1}(x) \) quantile function and let \( X_{i:n} \) denote the corresponding order statistics for a general distribution function \( F(x) \).

\[
F(x) = \int_{0}^{x} f(x) \, dx
\]

Where \( F(x) \) can be interpreted as the proportion of units having an income less than or equal to \( x \); \( F(x) \) varies from 0 to 1. Furthermore, if the mean \( \mu \) of the distribution exists, the first-moment distribution function of \( X \) is defined as

\[
F_1(x) = \frac{1}{\mu} \int_{0}^{x} x \, f(x) \, dx
\]

Also, \( F_1(x) \) varies form 0 to 1 and \( F_1(x) \) can be interpreted as the proportional share of total income of the units having income less than or equal of \( x \).

If \( f(x) \) is continuous, the derivate of \( F_1(x) \) exists and is given by

\[
\frac{dF_1(x)}{dx} = \frac{x \, f(x)}{\mu}
\]

Which implies that \( F_1(x) \) is a monotonically nondecreasing function of \( x \).

The Lorenz curve \( (L(p)) \) is the relationship between the variables \( F(x) \) and \( F_1(x) \) and is obtained by inverting functions \( F(x) \) and \( F_1(x) \), and eliminating \( x \) if the functions are invertible. Alternatively, the curve can be plotted by generating the values of \( F(x) \) and \( F_1(x) \) by considering the arbitrary values of \( x \).

In addition, the slope of the Lorenz curve is obtained as

\[
\frac{dF_1}{dF} = \frac{x}{\mu}
\]

This is always positive for positive income. Similarly, the second derivative of the curve is

\[
\frac{d^2F_1}{dF^2} = \frac{1}{\mu f(x)} > 0,
\]

These two derivatives imply that the slope of the Lorenz curve is positive and increases monotonically. Form this it follows that \( F_1 \leq F \). The straight line \( F_1 = F \) is called the egalitarian line (equal line).
Figure 1. Lorenz curve

If the curve coincides with the equal line, it is implied that each unit receives the same income; this is the case of perfect equality of incomes. In the case of perfect inequality of incomes, it implies that all the income is received by only one unit in the population. Kakwani and Podder (1973) represented the relation as

\[
\begin{align*}
    \mu & = \text{the proportion of income units having income } x \text{ or greater, and } a \text{ is found to be approximately 1.5; see Kakwani (1980).} \\
    f(x) & = a k^a x^{-(a+1)} \text{ when } x > k \\
    = 0 & \text{ when } x < k
\end{align*}
\]

Where \( k \) is the scale factor, and \( a \) the Pareto parameter. The curve \( R(x) \) can be transformed to the logarithmic form

\[
\log R(x) = a \log k - a \log x,
\]

And, therefore, the graph of this curve on the double logarithmic scale will be a straight line with the slope \(-a\).

According to \( R(x) \) if income \( x \) increases by 1 percent, the proportion of units having income greater than or equal to \( x \) declines by \( a \) percent. The parameter \( a \) can be interpreted as the elasticity of decrease in the number of units when passing to a higher income class.

The mean and variance of the Pareto distribution are given by

\[
\begin{align*}
    E(x) & = ak^{a-1} \\
    V(x) & = \frac{k^2 a}{(a-2)(a-1)^2}
\end{align*}
\]

Therefore the mean of the Pareto distribution is proportional to the initial income \( k \) and the variance exists only if \( a > 2 \). Pareto observed that the value of \( a \) is approximately 1.5, which means that the variance of the estimated Pareto distribution will not be finite.

So that we can derive Lorenz curve for Pareto distribution as follows. If the mean of the Pareto distribution exists and is given by \( \mu \)

Where

\[
\mu = E(x) = \int_0^\infty xak^a x^{-(a+1)}
\]

the first-moment distribution function (Lorenz curve) can be expressed as

\[
\begin{align*}
    F_1(x) & = L(x) = \frac{1}{\mu} \int_k^x x f(x) \, dx = \frac{1}{\mu} \\
    & = \frac{ak}{\mu(a-1)} \left[ \frac{x^a}{a} - \frac{k^a}{a} \right]
\end{align*}
\]

Substituting \( \mu \) into \( F_1(x) \) gives the equation of the Lorenz curve as

\[
\begin{align*}
    L(x) & = 1 - \left( \frac{a-1}{\mu} \right) = 1
\end{align*}
\]

And when \( \frac{a-1}{\mu} = 1 \), the Lorenz curve coincides with the equality line.
Lognormal distribution

The probability distribution function is denoted by

\[ F(x) = \int_{0}^{\infty} \frac{1}{X \sigma \sqrt{2\pi}} \exp\left(\frac{-1}{2\sigma^2} (\log X - \mu)^2\right) dX = \Lambda(x|\mu, \sigma^2) \]

The first-moment distribution function can then be written as

\[ F_1(x) = \int_{0}^{x} X d\Lambda(x|\mu, \sigma^2) \]

\[ = \frac{1}{\sqrt{2\pi} \sigma} \exp\left(\frac{-1}{2\sigma^2} (\log x - \mu)^2\right) \]

\[ = e^{\mu + \frac{\sigma^2}{2}} \int_{0}^{x} \Lambda(x|\mu + \sigma^2, \sigma^2) \]

Note that \( e^{\mu + \frac{\sigma^2}{2}} \) is the mean of the lognormal distribution with parameters \( \mu \) and \( \sigma^2 \). Define the relation

\[ x = \Phi(t) \]

So that

\[ t = \frac{1}{\sqrt{2\pi}} \int_{0}^{x} e^{-\frac{1}{2}x^2} dX \]

Then, if \( p = \Lambda(x|\mu, \sigma^2) \), it follows that

\[ \log x - \mu = \Phi(p) \]

Similarly, if \( L(p) = F_1(x) \) equation \( F_1(x) \) becomes

\[ \log x - \mu - \frac{\sigma^2}{\sigma} = \Phi\left( L(p) \right) \]

Eliminating \( \log x \) from \( \Phi(p) \) and \( \Phi\left( L(p) \right) \) gives the equation of the Lorenz curve as

\[ \Phi\left( L(p) \right) = \Phi(p) - \sigma \]

Which depends only on the parameter \( \sigma \).

The advantages of the Lorenz curve; see Bellù (2005)

- Lorenz curve suitable for any population and variable.
- Lorenz curve is easy to analyses.
- Lorenz curve always starts at (0.0) and ends at (1,1).
- Lorenz curves are scale invariant. They are based on how the variable values are distributed.
- Lorenz curve can be used to look at a distribution of single year or the changes in the Lorenz curve over time.

The disadvantage of the Lorenz curve:

- The Lorenz curve can’t rise above the line of perfect equality and can’t sink below the line of perfect equality.
- The Lorenz curve is not defined if the mean of probability distribution is zero or infinite.

4. GINI INDEX

Gini coefficient is the most used single measure of inequality. It depends on Lorenz curve where it is a ratio of the areas on a Lorenz curve. The Gini coefficient is defined as \( A/(A+B) \), where \( A \) is the area between the line of perfect equality and Lorenz curve and the area under Lorenz curve is \( B \). Since \( A + B = \frac{1}{2} \), the Gini coefficient, \( G = \frac{A}{A + B} = 2A = 1-2B \); see Deutsch and Silber (1997) and Gastwirth (1972).

Figure 2 Lorenz curve and Gini index

Gini proposed two forms to measure income inequality. In 1912, he presented the first one which is defined as

\[ G = \frac{\Delta}{2\mu} \]

Where

\[ \Delta = \frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{j=1}^{n} |x_i - x_j|, \]

\( x_i \) being the income of the \( i^{th} \) individual, and \( n \) the total number of individuals.

In the continuous case, \( \Delta \) is

\[ \Delta = \int_{0}^{\infty} \int_{0}^{\infty} |x - y| f(x) f(y) dx dy. \]
Note that $\Delta$ is the arithmetic average of the $n$ $(n - 1)$ differences taken as absolute value. The $2\mu$ is the maximum value of $\Delta$, which is obtained when one individual got the all income, so the Gini index will be one. On the other hand, the minimum value of $\Delta$ is zero when all individuals have the same amount of income, so the Gini index will be zero.

In 1914, Gini presented the second form of the Gini measure depend on the Lorenz curve.

If the Lorenz curve is presented by the function $y = L(x)$, the value of $B$ can be found with integration and

$$G = 1 - 2 \int L(x) \, dx$$

If $A = 0$ the Gini coefficient becomes zero which means perfect equality, whereas if $B = 0$ the Gini coefficient becomes one which means complete inequality.

Note that both of these forms are equal

$$G = \frac{1}{2\mu} \int_0^\infty \int_0^x |x - y| f(x) f(y) \, dx \, dy$$

$$G = \frac{1}{2\mu} \int_0^\infty \left[ \int_0^x (x - y) f(y) \, dy \right] f(x) \, dx$$

Note that $F(x)$ is the probability distribution function, and that $F_1(x)$ is the first-moment distribution function. Integrating the first term by parts

$$G = \frac{1}{\mu} \int_0^\infty [xF(x) - xF_1(x)] f(x) \, dx$$

When, on substituting into $G$, yields

$$G = 1 - 2 \int_0^\infty F_1(x) \, f(x) \, dx \quad (2.8)$$

Which equal to one minus twice the area under the Lorenz curve.

Kakwani (1980) showed two lemmas

Lemma 1. If the distribution is Lorenz superior(inferior) to the distribution $X$, $G(Y)$ is less (greater) than $G(X)$ when $G(X)$ stands for Gini index of the distribution $X$.

Lemma 2. The Gini index attaches more weight to transfers of income near the mode of the distribution than at the tails.

The advantages of Gini coefficient; see Zagier (1983) and Zoli (2002).

- If all incomes were doubled, the measure wouldn’t change.
- If the population were to change, the measure of inequality should not change.
- Symmetry. The measure concentrate on the measured variable and if you and I swap incomes, there should be no change in the measure of inequality.
- Gini coefficient satisfies the principle of transfer sensitivity. Under this criterion, the transfer of income from rich to poor reduces measured inequality.
- Gini coefficient is often used as a metric of inequality.
- Gini coefficient can be used to indicate how a distribution changes over time and if this change shows that equality is increasing or decreasing.

The disadvantages of Gini coefficient:

- Gini is not affected by the shape of Lorenz curve.
- Gini doesn’t indicate how the inequality is distributed, only the total amount of inequality.
- Gini index isn’t easily decomposable across groups. Gini is only decomposable if the partitions are non-overlapping. That is, the total Gini of society is not equal to the sum of the Gini coefficient of its subgroups.
- When use Gini, we can’t able to test for the significance of changes is the index over time.

5. Generalized Entropy Measures

Entropy class could be the most complex inequality measures. However, the use of complex inequality measures will not give any information about the characteristics of the distribution like location and shape.

Entropy has the meaning of deviations from perfect equality; see Theil (1967) and Yitzhaki and Lerman (1991).

The definition of a generalized inequality measure is the following:

$$G E (\alpha) = \frac{1}{n(\alpha^2 - \alpha)} \sum_i \left[ \left( \frac{y_i}{\bar{y}} \right)^\alpha - 1 \right]$$

Where $\bar{y}$ is the mean income (or expenditure per capita) and the parameter $\alpha$ in the G E represents the weight given to distances between incomes at different parts of the income distribution in addition, $\alpha$, can take
any real value. For lower values of $\alpha$, GE is more sensitive to changes in lower tail of the distribution, and for higher values GE is more sensitive to changes that affect the upper tail. $\alpha$ may range from minus infinity to infinity. However, $\alpha$ is usually chosen to be non-negative, as for $\alpha < 0$ this case of indexes is undefined if there are zero incomes, but the commonest values of $\alpha$ used are 0, 1 and 2. GE (1) is theil's T index

$$GE(1) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{x_i}{\bar{x}} \right) \ln \left( \frac{x_i}{\bar{x}} \right)$$

and GE (0) is theil's L of the mean log deviation measure

$$GE(0) = \frac{1}{n} \sum_{i=1}^{n} \ln \left( \frac{x_i}{\bar{x}} \right)$$

The values of GE measures vary between 0 and $\infty$, with zero representing and equal distribution and higher value representing a higher level of inequality.

The upper value of GE ($\alpha$) = $\frac{n^\alpha - n}{n (\alpha^2 - \alpha)}$ And GE (1) = $\ln n$ But GE (0) is not bound.

It is worth defining a class of relative entropy indexes RGE, defined as the ratio between the value of the original entropy index and the maximum value for each member of that class.

$$RGE(\alpha) = \frac{GE(1)}{\max GE(\alpha)}$$

and

$$RGE(1) = \frac{GE(\alpha)}{\max GE(\alpha)} = \frac{1}{n (\alpha^2 - \alpha)} \sum_{i=1}^{n} \left( \frac{x_i}{\bar{x}} \right)^\alpha$$

But RGE (0) = 0 because the upper limit is not bound.

The advantage of entropy class:

- All members of entropy class don’t define if there are zero incomes. In this case entrap class can only be calculated by replacing zero incomes with arbitrary (very small incomes).

6. SCHUTZ COEFFICIENT

Let a vector of income $X$ (a positive random variable) from a continuous distribution with cumulative distribution function (cdf) $F(x) = F$, density function $f(x) = F^{-1}(x)$ quantile function and let $x_{(i)}$ denote the corresponding order statistics for a general distribution function $F(x)$.

The S-coefficient in terms of Lorenz curve is the maximum vertical distance between the Lorenz curve or the cumulative portion of the total income held below a certain income percentile, and the perfect equality line, that is the 45° degree line of equal incomes. So S-coefficient can be derived as

$$S = DP = \max \left[ F(x) - L(F(x)) \right] = F(x) - L(F(\mu)) = \int_{0}^{\mu} x f(x) \left(1 - \frac{1}{\mu} \right) dx = \frac{MAD}{2\mu}$$

The mean absolute deviation (MAD) about population mean $\mu$ is defined as

$$MAD = E|X - \mu| = \int |x - \mu| f(x) dx$$

This equation expresses the S-coefficient as a ratio between the mean absolute deviation and the twice of the population mean; see for example, Schutz (1951) and Elamir (2012)

![Figure 3. S-coefficient and Lorenz curve](http://journals.uob.edu.bh)
S-coefficient in terms of “overs” and “unders”

Elamir (2012) presented population S-coefficient as the gap between the individual’s income $x_i$ and the population mean income $\mu$. The MAD can be rewritten as:

$$MAD = E|x - \mu| = 2 \int_{\mu}^{\infty} (x - \mu)f(x) \, dx$$

$$= -2 \int_{-\infty}^{\mu} (\mu - x)f(x) \, dx$$

Therefore, the S-coefficient is

$$S = \frac{E(D_i)}{\mu}$$

Where

$$D_i = \begin{cases} (X_i - \mu), & X_i > \mu \\ 0, & X_i \leq \mu \end{cases}$$

Note that the values of $D_i$ represent a person’s income to be more than the population mean $\mu$ (“overs”) and $E(D_i)$ represents the expected amount of money which have to be transferred from households above the mean to those below the mean to achieve equality. Moreover, in the same manner we may write S-coefficient as:

$$S = \frac{E(D_i)}{\mu}$$

Where

$$D_i = \begin{cases} (X_i - \mu), & X_i > \mu \\ 0, & X_i \leq \mu \end{cases}$$

The values of $D_i$ represent a person’s need of money to achieve equality (“unders”) and $E(D_i)$ represent the expected need of money to achieve equality.

Example

If $X_1, X_2, ..., X_n$ from pareto distribution with density function

$$pdf = ak^a x^{-(a+1)}, \quad a \leq x < \infty,$$

with shape and scale parameters; $a$ and $k$, cumulative distribution function

$$F = 1 - \left(\frac{k}{x}\right)^{a},$$

quantile function

$$X(F) = k \left(1 - F\right)^{-\frac{1}{a}},$$

and

mean = $\frac{ak}{(a-1)}$. The MAD can be derived as:

$$\text{MAD} = 2 \int_{\mu}^{\infty} (x - \mu)ak^a x^{-(a+1)} \, dx$$

Hence,

$$\text{MAD} = \frac{2k}{a - 1} \left(\frac{a}{a - 1}\right)^{-(a-1)}$$

Therefore

$$S = \frac{\text{MAD}}{2\mu} = \frac{1}{a} \left(\frac{a}{a - 1}\right)^{-(a-1)} = \frac{1}{a - 1} \left(\frac{a - 1}{a}\right)^{a}$$

This depends on the scale parameter a.

For a sample or population of size, $n$, an income distribution is $x_1, x_2, ..., x_n$ of nonnegative values and their order statistics are $x_{1;n}, x_{2;n}, ..., x_{n;n}$. We define the following nonparametric estimators for S-coefficient using data.

1. Based on the mean absolute deviation

$$\hat{S} = \frac{\text{mad}}{2x} = \frac{\sum_{i=1}^{n} |x_i - \bar{x}|}{2n}$$

Where $\bar{x}$ is the mean an $n$ the number of observations.

2. Based on the ranking of the income in ascending order

$$\hat{S} = \frac{\sum_{i=1}^{n} (x_{i;n} - \bar{x})}{n\bar{x}} = -\frac{\sum_{i=1}^{n} (x_{i;n} - \bar{x})}{n\bar{x}}$$

Where $x_{i;n}$ the order income, and $\nu = \left[\sum_{i=1}^{n} I(x_i < \bar{x})\right]$ is the number of values less than mean and I indicator function , 1 if true and 0 false.

3. Based on the expected money transferred from rich to poor

$$\hat{S} = \frac{\sum_{i=1}^{n} d_{i;n}}{n\bar{x}} = \frac{\bar{d}}{\bar{x}}$$

Where

$$d_i = \begin{cases} x_i - \bar{x}, & x_i > \bar{x} \\ 0, & x_i \leq \bar{x} \end{cases}$$

The advantage of S-coefficient

- Income scale invariant(mean independence). This means that the S-coefficient remains unchanged, when all incomes were multiplied by a factor, because the numerator and the denominator increases with the same factor.
- Symmetry. When two persons swap their income, S-coefficient will not change as the value of $d_i$ will not change and we sum for all individuals.
- Pigou-Dalton transfer sensitivity. When income is redistributed from richer to poorer, S-coefficient decreases as numerator $d_i = 0$ (decreases). The opposite holds true for redistributions from poorer to richer individuals. It is worth noting that S-
coefficient react to redistribution only for transfers across the mean. In other words, if the change in the same side, S-coefficient will not change.

- Population size independence: requires inequality measures to be invariant to replications of the population; merging two identical distributions should not alter inequality.
- The Range S-coefficient is between zero and unity. When all incomes are equal, the numerator of S is equal to zero, as any difference between any income and the mean is zero. When all incomes are zero but the last one is not, S-coefficient has a maximum value at 1, because
  \[ S = \frac{(x_n - \bar{x})}{\bar{x} - \bar{x}} = 1 - \frac{\bar{x}}{x_n} \approx 1 \]  
  where \( \bar{x} < x_n \)

The disadvantage of S-coefficient

- S-coefficient is not translation invariant: when all incomes of the original income distribution are added (subtracted) the same amount, the numerator of S-coefficient remains unchanged, while the denominator increases (decreases) by an amount which is equal to original addition (subtraction) times the number of observations. Therefore S-coefficient decreases (increases).
- Decomposability. It was difficult to break down the inequality by population groups or income sources or in other dimension. However, Elamir (2012, 2013 and 2015) decomposed S-coefficient by sub-groups.
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