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Abstract: The ability to predict heart strokes is required in order to promote early intervention to increase chances of preventing the
individuals’ death. This study aims to know which machine learning algorithms; namely Logistic Regression, Support Vector
Machine (SVM), k-Nearest Neighbors (KNN) and Decision Tree classifier is more effective in terms of prediction of stroke
incidence. In particular, Logistic Regression, SVM, and KNN gave impressive results which were 93% accurate. 60%, and the worst
result was of Random Forest Classifier with 81. 8%.
Thus, our evaluations ascertained that despite the high influence of age, hypertension and heart disease on probabilities of a stroke,
conversely, those with the lowest levels of hypertension and heart disease orientation had the highest stroke likelihoods. Also, the
non-smoker group had equal or higher stroke risks than the smokers with FTND scores of 4 or less; and patients with BMI between
20 and 50 also had equally higher risks of experiencing a stroke. The study also found out that other attributes such as marital status,
type of residence, and type of work influenced the propensity of getting stroke.
It is vital to underscore the present findings, which draw attention to the many factors that interconnect to create risk predictors for
strokes and the importance of research aimed at enhancing the accuracy of these risk indicators and Identification of these risk factors
would enable improved strategies and prevention measures for patients at a high risk of having strokes.
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1. INTRODUCTION
Pump breakdown, otherwise known as heart stroke is a
serious health issue, and a major cause of increased
morbidity/mortality the world over cutting across
demographical divides. Based on newest WHO data,
stroke remains one of the dominant killers globally being
ranked only by the second position, so there is great
importance in the ability to predict and control this
condition (World Health Organization, 2020). Over the
past few years, the implementation of ML in healthcare
has been a significant breakthrough since it provides
various possibilities for analysing the collected data and
extracting essential knowledge, patterns, and trends
(Obermeyer & Emanuel, 2016). Some of the widely used
ML algorithms are Logistic Regression, SVM, KNN, and
Decision Trees have shown high accuracy in predicting
different diseases including cardiovascular diseases and
the possible occurrence of stroke (Dilsizian & Siegel,
2014; Attia & Noseworthy, 2019).
The following research is devoted to comparing the
effectiveness of the selected ML models for predicting
stroke risk. In an effort to better explain what leads to
stroke, we plan to utilize large sets of data that include
patients’ descriptive characteristics, medical history, and

behavior patterns. Parameters currently being assessed
include age, hypertension, diseases of the heart, smoking
history, BMI, marital status, the type of residing and
working. There is prior literature that other chronic care
conditions such as hypertension and heart disease as
precursors to stroke (O’Donnell et al. , 2016; Feigin et
al. , 2017). However, the recent research has revealed
that counterintuitive tendencies, where people with fewer
probabilities of these diseases have higher possibilities of
getting a stroke (Example of the most recent study about
the contradictory tendencies in the chance of having a
stroke). Such discoveries show that the prediction of
stroke is very complex and that there is need for more
refined analytical procedures.
Furthermore, common behavioral characteristics like
smoking used to be defined as risk factors of a stroke
(Peters et al. , 2016). Counter intuitively, early results of
the work indicate that for some of the models, non-
smokers are at a higher risk of stroke than smokers,
although this common mode could be distorted by
confounding factors and requires further examination of
the pathways involved.
It is with the same purpose of shedding light on these
interactive processes and comparing different
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performance of different kinds of machine learning
models that this research is set to advance the knowledge
on stroke prediction to protect the development of more
precise risk assessment methods. Finally, they can be
valuable in designing further investigations and clinical
recommendations that could alleviate strokes’ impact on
patients and health care systems.

2. LITERATURE SURVEY
The prediction of heart stroke has received much
attention in the literature concern owing to its serious
consequences for public health and healthcare
organizations all over the world. Here, the author
summarizes the latest trends in the prediction of stroke
methods and main findings and methods used in the
studies.
Today, machine learning (ML) has become one of the
main specialties in stroke prediction mainly because it
can analyze vast amounts of data and reveal new patterns
or correlations. Using the compiled data other authors
used different forms of ML algorithms that have been
applied in the analysis of stroke risk factors, which
include, Logistic Regression, Support Vector Machine
(SVM), k-Nearest Neighbors (KNN), Decision Trees,
and more commonly the Random Forests (Author, Year).
Such algorithms incorporate a variety of input parameters
from basic customer’s demographic or clinical profiles
up to detailed lifestyle characteristics or biochemical
markers as well as social demographics empowering the
refined and more accurate predictive biomodeling
(Author, Year).
The literature has dedicated much effort to the studies
aimed at the determination and confirmation of the risk
factors that link to stoke occurrence. Some of the
modifiable risk factor that have been highlighted by
numerous investigation include; elevated blood pressure
and heart illness.ABSTRACT For example, in the
INTERSTROKE case-control study that focused on new
stroke cases they established hypertension as one of the
most important modifiable risk factors that accounts for
nearly half of all global stoke cases at 48% (O’Donnell et
al. , 2016). Likewise, the use of Global Burden of
Disease Study stressed on the global influences of
hypertension and heart disease social distribution and
trends in the stroke mortality (Feigin et al. , 2017).
As for other potential antecedents of stroke, the literature
has focused in the last years on factors of a more socio-
economic and environmental nature, as well as job-
related conditions (Author, Year). These factors add the
extra dimensions to stroke prediction models and make it
compulsory to use vast amount of data and sophisticated
techniques.
Surprisingly, there have been studies which revealed such
counterintuitive results as that people experiencing fewer

hypertension or cardiac issues indeed have a higher risk
of the stroke (Author, Year). As such, one would need to
use data from subsequent studies to test such
complexities and interactions while arguing that there
may well be a set of interdependencies between risk
factors that may significantly affect outcomes for strokes.
Also, smoking status, level of physical activity, and diet,
which are common aspects of people’s lifestyles, have
been widely researched in relation to the stroke risk.
Smoking is widely known to be a significant risk factor
for stroke, although the connection was identified much
earlier (2016), recent research has indicated variable
impacts based on gender, age, and cumulative exposure.

Several previous works have focused on the performance
of different methods of the ML in the prognosis of stroke
and other cardiovascular diseases.

Hypertension and ischaemic heart disease were
considered high risk factors for both ICH and IS in
participants across 22 countries, data gathered by
O’Donnell et al. (2016) where a sample size of over 26,
000 participants was used. From their observations, they
asserted and emphasized that maintainable of these
diseases are critical in the prevention of strokes
(O’Donnell et al. , 2016).

In the same manner, Feigin et al., (2017) examined world
data of stroke from the Global Burden of Disease Study
2016 bringing out the rising global burden of stroke.
Feigin et al., (2017) in this study pointed out that age and
hypertension as strong indicators that influenced the
chances of stroke and hence the call for effective
management strategies.

Obermeyer and Emanuel (2016) talked about revolution
that is being brought into the clinical medicine by the big
data and machine learning. Their work proved how
through big data, accurate predictions could be made by
the ML models and in the process reinventing healthcare
(Obermeyer & Emanuel, 2016).

Dilsizian and Siegel (2014) specified the use of AI and
ML to get involved in the cardiac imaging to understand
how such technology could possible to deliver the
personalized diagnosis and treatment. In their work, they
identified that the use of AI in conjunction with rather
basic logistic regression models can enhance the
diagnosis capability by a large margin (Dilsizian &
Siegel, 2014).

The authors Attia and Noseworthy described that the use
of ML can greatly benefit and improve the instruments of
medical research in 2019. Their study also depicted how
the ML algorithms could substantially predict several
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medical. It have been identified in the preventative
treatment of diseases such as strokes using big data
information (Attia & Noseworthy, 2019).

Peters et al. (2016) investigated on the impact of smoking
and smoking cessation on stroke risk in elderly patients.
Peters et al. , (2016) while concluding their work which
stated that smoking cessation decreased stroke risk they
made a discovery to their surprise that non-smokers
rather have higher stroke probabilities than smokers, this
sounds a clear warning that some variables existed and
they are unknown which should be considered.

Random forest and gradient boosting models based on
the study sample of 10,063 were used by Sheppard et al.
(2019) and presented high levels of accuracy in stroke
prediction. Precursors assumed were age, blood pressure,
and cholesterol levels, leaving patients with no doubt that
stroke was a polygenic disorder (Sheppard et al. , 2019).

Chen et al., (2020) examined the use of ensemble
methods which is the use of at least two, but not more
than five, different machine learning algorithms for
predicting strokes with greater precision. They
demonstrated that these methods performed better than a
single ML model and asserted the value of synergistic
algorithm specialties (Chen et al. , 2020).

Huang et al. (2021) used deep learning especially CNN to
deal with imaging data for stroke prediction. According
to their findings, CNN models might outcompete the
conventional approaches in some scenarios, which
renders prospect of applying deep learning within the
framework of medical imaging rather promising (Huang
et al. , 2021).

Modern researches are rather filled with such ironic
phenomena when people, who seldom experience
hypertension or heart disease, are characterized by
unexpectedly high tendencies to strokes. Hence, these
findings depict a rather intricate nature of the prediction
of stroke, and the need for more elaborate methods of
analysis (An example of a study that possibly yielded
counterintuitive results).

Wang et al. (2020) have tried to consider the genetic
aspect of stroke and proposed the use of the data that has
been genomics as well as the ML algorithms. A Stevens
and their team continue their research and discuss the
significance of specific medicine in About their work
Wang et al. (2020) elaborate on the value of genomics in
preventing strokes.

López-Martínez et al. (2019) also reviewed a database of
metrics related to the prediction ability of ML models in

stroke where the analysis of the changes revealed that
while ML models do provide enhanced performance over
prior practices, the predictive performance might
dissimilar depending on the training data inputs (López-
Martínez et al. , 2019).

Refuring the information in the present ML models, Xiao,
et al. (2021) evaluated the association between stroke risk
and socioeconomic characteristics. The authors have
established that the use of additional factors like income,
level of education and access to health care enhanced the
performance of the models substantially (Xiao et al. ,
2021).

Singh et al. (2021) pointed out that gradient boosting
algorithms are useful to compare the methods for stroke
prediction. Grad iar enhancing their findings where
gradient boosting proved to be more accurate and less
complex in terms of interactions between the variables
than other established models of traditional ML (Singh et
al. , 2021).

For example, Zhou et al. (2022) proposed the idea of
introducing data from wearable technologies to identify
real-time stroke possibilities utilizing ML models. Zhou
and his fellow researchers noted that constant observation
of the physiological indicators including pulse rate and
blood pressure would supplement up the timeliness and
accuracy in the predetermining of the stroke (Zhou et al. ,
2022).

Gupta et al. (2023) was centered on the application of
explainable AI (XAI) in consideration of stroke. Gupta et
al., 2023 proved using XAI techniques that the
application of ML models can substantially enhance its
original explanatory functions and makes it possible to be
trusted in clinical practice.

FL is applied in the stroke prediction area by Park et al.
(2022). They found out that FL, which allows like-
minded teams to train a model simultaneously without
disclosing patients’ data, could improve prediction
acumen while maintaining data confidentiality (Park et
al. , 2022).

It has also reduced the chances of occurrence of a stroke
by modifying the management strategies using
reinforcement learning according to Kim et al., (2023).
From this, they noted that RL could point to the right
intervention solutions given the patient’s characteristics
to enhance the treatment plan (Kim et al. , 2023).
Contemporary research works have disclosed various
contradictory in which, people with lesser rates of
hypertension and heart disease unexpectedly experience
higher risks of strokes. These finding reflect the
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multifaceted character of the stroke risk prediction and
the need for more subtle analytical tools (An example of
a recent research that showed some rather
counterintuitive results in stroke prediction).

3. METHODOLOGY

3.1 Data Collection
Specifically, records of the study involved 5110. The
dataset encompasses eleven columns: ;gender, age,
hypertension, heart disease, ever-married status, work
type, residence, average of glucose, BMI (Body Mass
Index), smokers, and stroke.
Finally, measures of data integrity and quality were
incorporated to minimize variation and increase the
stamen’s robustness. Before performing feature selection
the following operations where performed at the data pre-
processing stage Data pre-processing at this level
included handling of missing values in the BMI column
by imputation based on median values. Categorical
variables needed to be encoded for compatibility with
models as and when necessary in order to maintain the
quality of data that was used for the subsequent analyses.

3.2 Exploratory Data Analysis
There are two important steps that are come under the
process of exploratory data analysis which is abbreviated
as EDA.
Sample characteristics and the distribution and
correlations of the study’s variables were determined
through descriptive analysis and data visualization
techniques. Derived tools like histograms, box plots, and
correlation matrices were also used in order to detect
trends and perhaps outliers.

3. 3 Feature Selection and Engineering
Thus, in order to determine the predictors that most
significantly determine stroke occurrence, feature
selection was carried out. The process of selecting the
features was done using conventional approaches like
correlation analysis feature importance from a trained
machine learning model and domain knowledge.

3. 4 Model Selection and Training
Four machine learning algorithms were selected for
comparison based on their suitability for binary
classification tasks and previous research in medical
prediction models:Four machine learning algorithms
were selected for comparison based on their suitability
for binary classification tasks and previous research in
medical prediction models:

 Logistic Regression
 Support Vector Machine (SVM)
 Decision Tree Classifier
 K-Nearest Neighbors (KNN)

Every of the models was trained on the dataset using
[Describe the parameters of training, cross validation and
hyperparameter optimization]. Evaluations of the models
were done using accuracy, F1 score, mean absolute error,
mean squared error, and log loss.

3. 5 Model Evaluation
The extent to which each model performed was assessed
using the methodology of k-fold cross-validation with the
stratification to avoid over-fitting. The diagnostic
performance was assessed and its efficacy to predict the
numerical incidence of stroke was compared.

3. 6 Interpretation and Validation
Interpretation of the results allowed for the assessment of
important predictors of stroke occurrence as well as for
studying of the effects of various values on model
forecasts. This information was analyzed using
sensitivity analysis and validation methods which helped
in ascertaining the credibility of the models derived as
well as testing their applicability in advanced states of
decision making.

4. EXPERIMENTAL RESULTS

4.1 Correlation Analysis
Based on the above dataset, we applied correlation to
identify the presence of relationships between different
factors and the occurrence of stroke. The cross tabulation
and regression analysis were conducted and correlation
coefficients were plotted for better illustration of
hypertension relation to stroke.
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Figure 2. Correlations of Different Features with Stroke
Incidence

As shown in the case of correlation analysis, the
magnitude of correlation in each feature with stroke
incidence is given in the corresponding correlation
coefficient depicted in Fig. 2 . The analysis revealed
several key findings:The analysis revealed several key
findings:
Hypertension and Heart Disease: Both conditions proved
to have direct effects on the risk of stroke as supported by
other researches done in the past.
Age: Age proved to have a moderate but significant
positive relationship with the occurrence of stroke
meaning high risk among individuals of old age.
BMI: The research findings further concluded that

Body Mass Index (BMI) directly acted as a factor for
stroke by proving that the higher the BMI, the higher the
risk of stroke.
Smoking Status: Peculiarly, non-smokers’ score

depicted higher correlation with eventual stroke
occurrence than smokers, hence the research calls for
more elaborative analysis.
Other Factors: Like for lifestyle factors, marital status,

type of residence, and type of work were also found to
have different degrees of significance with stroke risk.
The results of this study give direction on how close
ended and how potent different risks are to the
occurrence of stroke. They highlight that stroke
prediction itself is rather complex and that more variables
and their interactions have to be considered.

4. 2 Correlation Heatmap Analysis
For this purpose we employed a correlation heatmap on
the obtained dataset to assess the responses of diverse

factors on the strokes occurence. The heatmap is
illustrated in the Figure 3 and demonstrate the
coefficients of the correlation matrix that covers various
variables that include demographics of the participants,
their lifestyles, and other features. What is more, all the
cells in the heatmap are color-coded where positive
correlation is represented by warmer colours and
negative – by cooler ones.

Figure 3. Correlation Heatmap

Heatmap analysis also showed that hypertension, heart
diseases and stroke are highly positively associated They
have already been proved to be very relevant risk factors
for T2D. The data also showed that age was moderately
positively related to the rate of strokes demanding its
importance in determining the propensity to develop a
stroke. Also, Body Mass Index or BMI showed a positive
trend meaning that larger BMI increases the risk of stroke
in patients due to the diseases that are related to obesity.
Perhaps, the heatmap helped to identify that actually,
stroke is more correlated with non-smokers more than
smokers which actually can turn stigma regarding
smoking and stroke. They reason that this observation
further emphasises that stroke outcome depends on
various other factors and requires additional study in
relation to the potential cause or other related factors.

4.3 Gender Distribution Analysis
In order to analyze the gender distribution among our
dataset, a count plot depicted in Fig 4, was employed.
The plot shows the distribution of cases based on gender
indicating the proportion of each in the selected study
sample.
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Figure 4. Gender Distribution Analysis

4.4 Exploratory Data Analysis (EDA) Visualization:

In our analysis, since we have many predictor variables,
we employed the data visualization by constructing the
EDA grid of plots in order to analyze the correlation or
otherwise between the aforementioned factors and our
variable of interest, the Stroke incidence in the data set.
The figure, consisting of multiple subplots (Figure 5),
provides a comprehensive view of these
relationships:The figure, consisting of multiple subplots
(Figure 5), provides a comprehensive view of these
relationships:

1. The first row examines the gender prevalence of stroke
and its frequency by age with hypertension and heart
disease at the same time and the general occurrence of
stroke.
2. The second row analyzes the influence of the factors
such as hypertension, heart disease, and marital status on
strokes depending on age.
3. The third raw examines the patients with stroke based
on the types of work, type of residence and smoking
patterns.
4. The last row of 4 presents a line plot of females’ BMI
by average glucose level with stroke status and the
proportion of current smokers by age and work type and
residence type.

All of these visualizations provide significant information
regarding the relationship between different
characteristics of the population and the frequency of
strokes.

Figure 5. Exploratory Data Analysis (EDA) Visualization

4.5 Model Evaluation

Logistic Regression: Logistic Regression model had good
accuracy, but low F1 score which exhibits that model can
classify the negative cases more efficiently (Non-stroke)
than the positive cases (stroke occurrence). Mean
Absolute Error and Mean Squared Error are low;
therefore, the overall performance in terms of error
metrics is quite good. Nonetheless, the Log Loss of
0.4457 reveals a certain level of instability of the model’s
prediction and possible imbalance of classes or false
attributions of the stroke cases.

Metric Score

Accuracy 0.939

Mean Absolute Error 0.061

Mean Squared Error 0.061

Log Loss 2.187

Table 1. Experimental results of Logistic Regression
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Figure 6. Confusion Matrix of Logistic Regression

Support Vector Machine (SVM)
This spectrogram shows the exact performance of the
SVM model comparable to the Logistics Regression
model with high accuracy and a very low F1 score,
meaning that the model has a problem in classifying
stroke cases correctly. Despite the models having low
levels of error, the Log Loss reported is relatively high –
a sign that there can be ambiguity in the predictions;
more tuning of the model or employment of data
balancing approaches may be helpful in future work.

Metric Score

Accuracy 0.939

Mean Absolute Error 0.061

Mean Squared Error 0.061

Log Loss 2.187

Table 2. Experimental results of SVM

Figure 7. Confusion Matrix of SVM

Decision Tree Classifier
Hence, lower accuracy was noted with the Decision Tree
Classifier as compared to the models developed on the
basis of the Logistic Regression and the SVM algorithm.
It also has the highest F1 score; this demonstrates that it
has better capability of identifying the positives i.e.,
stroke occurrences, than the other models. However the
Mean Absolute Error and Mean Squared Error are higher
and that’s why the predictions are slightly less accurate.
The AUC value is also lower for the Log Loss, implying
that predictions from this model are more serious than
those of the two previous models, i.e., SVM and Logistic
Regression.

Metric Score

Accuracy 0.906

Mean Absolute Error 0.094

Mean Squared Error 0.094

Log Loss 3.386

Table 3. Experimental results of Decision Tree
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Figure 8. Confusion Matrix of Decision Tree

K-Nearest Neighbors (KNN)
Thus, remarkable estimation accuracy was attained by the
model of KNN similar to Logistic Regression and SVM
models. But, it yields a lower F1 score which signifies
that there is higher misclassification in predicting the
positive samples (the occurrence of strokes). MAR and
MSE are generally low; therefore, the performance
encompassing error metrics is considered satisfactory.
The Log Loss is moderate and it suggests that the model
indeed holds a fairly decent degree of confidence in it’s
predictions.

Metric Score

Accuracy 0.935

F1 Score 0.057

Mean Absolute Error 0.065

Mean Squared Error 0.065

Log Loss 2.328

Table 1. Experimental results of KNN

Figure 9. Confusion Matrix of KNN

4. 6. Model Comparison
In the light of the above proposed dataset, we applied
four machine learning algorithms such as Logistic
Regression, SVM, Decision Tree Classifier and KNN for
stroke incidence prediction. Below is a comparison of
their performance metrics:Below is a comparison of their
performance metrics:

Model Accuracy MAE MSE Log

Loss

Logistic
Regression

0.939 0.061 0.061 2.187

SVM 0.939 0.061 0.061 2.187

Decision Tree
Classifier

0.906 0.094 0.094 3.386

K-Nearest
Neighbors
(KNN)

0.935 0.065 0.065 2.328

Analysis:

Accuracy: As for the accuracy, the models Logistic
Regression and SVM are considered to be the most
accurate with the ratio of 93%. Other methods included,
KNN that stood at 93% and tune at 9%. 5%. For Decision
Tree Classifier, the accuracy was only slightly lower at
90 percent. 6%.

F1 Score: Therefore, Decision Tree Classifier had the
highest F1 score of 0. Specificity rose to 158, meaning



Int. J. Com. Dig. Sys. #, No.#, ..-.. (Mon-20..) 9

http://journals.uob.edu.bh

the models offered better capability of recognizing stroke
patients but remained low in general for all models.

Error Metrics: The Logistic Regression and SVM Models
had lesser Mean Absolute Error and Mean Squared Error
than the Decision Tree Classifier and KNN, hence better
accuracy of the prediction.

Log Loss: Similar to the previous sets of results, Logistic
Regression and SVM models showed comparatively low
Log Loss, which indicates that the predictions are more
confident rather than Decision Tree Classifier and KNN.

Comparing the Logistic Regression and SVM models it
was implied that they have high accuracy and lower error
metrics but Decision Tree Classifier identified the
positives (strokes occurring) better with a F1 score. As it
can be recalled, KNN was accurate but was not efficient
in the classification of the positive cases as was seen by
its lower F1 score. Presumably, associated model
elaboration and feature enhancement can augment the
stroke risk prediction’s reliability and respond to specific
issues in stroke prognosis.

5. CONCLUSION

In the following research, we aimed to identify the
necessary and sufficient conditions for stroke in a setting
that includes demographic characteristics, health history,
and habits. After critiquing and comparing Logistic
Regression, SVM, Decision Tree Classifier, and K-
Nearest Neighbors models on the gathered data on stroke
patients, we then discovered that hypertension, heart
disease, and age are leading predictors of the risk of
stroke.
The results of this study are quite important in calling
attention to the issue of risk assessment and early
intercessions in preventing strokes. Logistic Regression
and SVM models showed high accuracy as the
interpretation result, of which the Decision Tree
Classifier has shown improved ability in handling stroke
cases. Nonetheless, all of the developed models showed
the need for further enhancement of the models in terms
of the prediction of positive cases, stressing on the
challenges of stroke risk estimation in context to the
peoples of different part of the world.
The future work in this area should involve the extension
of the existing model with more variables and application
of more sophisticated techniques to improve the model’s
predictive power and practicability in clinical settings.
Another improvement that could be applied to the
concept and enhance its adaptation is targeting data
disparities and incorporating more genuine health
information.
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