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Abstract: Finding missing connections in social networks are a crucial task that has generated a great deal of interest lately. To solve 
this issue, there have been several machine learning methods proposed, however the majority of them concentrate on a particular 
kind of feature or technique. The goal of link prediction is to identify pairs of nodes that will either form a link in the future or not. In 
order to accurately predict links in social networks, we provide a hybrid machine learning methodology in this research that 
integrates many features and techniques. In this research, we present an ensemble strategy to enhance the resilience and accuracy of 
link prediction by utilizing the advantages of many machine learning approaches. Specifically, we combine seven popular methods, 
namely, logistic regression, support vector machines, random forests, and decision tree, naïve Bayes, k-NN and gradient boosting, 
and employ them together in a unique ensemble framework. In addition, we employ principal component analysis to lower the 
feature space's dimensionality and boost the model's computational effectiveness. To evaluate the proposed method, we run 
experiments on real-world social network dataset facebook. The results demonstrate that our method outperforms the state-of-the-art 
approaches in terms of F1 Score, accuracy, precision, and recall. All things considered, our method offers a viable way to improve 
prediction. 
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1. INTRODUCTION  

Link prediction in social networks, which aims to 
predict the formation of new connections or ties between 
individuals in a social network, is a crucial task in the 
field of social network analysis. Applications for social 
network link prediction are diverse, such as making 
recommendations for new connections, predicting the 
evolution of the network structure over time, and 
detecting potential fraud or anomalous behaviour. Social 
networks can take many forms, including OSN’s, as well 

as offline social networks such as professional networks 
and communities. Link prediction research has benefited 
greatly from the explosion of social connection data that 
has resulted from the rise of OSN’s in recent years. In 
social networks, predicting links is a difficult task due to 
the complexity of the relationships between individuals in 
a network. Relationships can be influenced by many 
factors, such as demographics, shared interests, and past 
interactions. Additionally, the structure of social networks 
is constantly changing, making it difficult to predict the 
formation of new connections [1][2][3]. Despite these 
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challenges, link prediction has become an active area of 
research, with numerous methods and techniques 
developed to tackle the problem. 

Link prediction has several uses; it can be used to 
suggest friends and business associates, find possible joint 
ventures, and improve network security, among other 
things. The foundation for link prediction has been 
established by conventional techniques like preferred 
attachment and common neighbors. These techniques, 
however, frequently fail to capture the intricate, nuanced 
character of social interactions. Recent work has 
concentrated on using machine learning approaches to 
advance the accuracy and robustness of link prediction in 
order to overcome these limitations. Large datasets can be 
efficiently mined by machine learning models, especially
those built on supervised learning, which can also reveal 
hidden patterns that conventional approaches might miss. 
These models are highly suited for the complex dynamics 
of social networks because they make use of a range of 
characteristics obtained from network topology, node 
attributes, and edge attributes. 

The use of ensemble approaches, which combine 
many models to get a single, better prediction, has shown 
promise in a variety of fields, such as financial 
forecasting, picture recognition. The purpose
is to enhance prediction accuracy, robustness, and 
generalizability across various social networks by 
utilizing ensemble learning in link prediction. It aims to 
provide insights and workable solutions for enhancing 
social network analysis and promoting stronger, more 
meaningful connections in the digital sphere through 
thorough experimentation and analysis. 
 

 
Figure 1: Link connected in social network
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Figure 1: Link connected in social network 

2. LITERATURE REVIEW 

Links in social networks can be predicted with a range 
of techniques, which can be roughly divided into three 
categories: methods based on features, methods based on 
graphs, and hybrid approaches that blend feature
graph-based techniques. 
A. Graph-based Methods:  

These techniques concentrate on the network's actual 
structure, considering the relationships between pairs of 
individuals in the network to make predictions. Some 
common graph based methods include the common 
neighbor’s method, the resource allocation index, and the 
Adamic Adar index. 
B. Feature-based Methods:  

These methods focus on the attributes of the 
individuals in the network, such as their demographic 
information, interests, and past interactions 
These attributes are used to make predictions about the 
likelihood of new connections. One popular feature
based method is collaborative filtering, which uses a 
matrix factorization approach to make predictions based 
on the relationships between individuals.
C. Hybrid Methods:  

These methods combine both graph
feature-based approaches to make predictions. 
instance, when predicting something, a hybrid approach 
might take into account both the number of neighbors 
that two people have in common as well as their common 
interests. The development of deep learning
prediction techniques has gained popularity recently. 
These techniques take advantage of deep neural 
networks' strong representational capabilities to predict 
network topology and individual attribute va

In the sections that follow, we'll look at a variety of 
social network linking techniques. The premise behind 
collaborative filtering is that people are more likely to 
engage if they have similar interests or behaviors. In 
order to find latent patterns, this method creates a matrix 
that represents the strength of interactions between nodes 
in the network. This matrix can be factorized using 
methods such as matrix factorization or singular value 
decomposition (SVD) [6]. Once factorization is 
complete, people with comparable latent patterns are 
found and used to predict future connections. The 
strength of these associations determines the ranking of 
the projected linkages. Because collaborative filtering 
may capture complex associations based on qualitie
actions, it works well in a variety of social networks, 
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including professional, academic, and internet networks 
[7]. Collaborative filtering works well, but it has 
drawbacks as well. For example, it might be sensitive to 
missing or noisy data, and it can be computationally 
expensive for big networks.  

The premise behind the similar Neighbors approach, a 
graph-based method for social network connection 
prediction, is that two individuals have a higher chance of 
connecting if they have a large number of similar 
neighbors. This method involves calculating the number 
of common neighbors that exist in the network between 
every pair of individuals. Predictions can be rated based 
on which pairs have the highest likelihood of forming 
new connections—those with the most frequent 
neighbors [8][9][10]. Large networks can benefit from 
this method's key advantages, which are its 
computational efficiency and simplicity. Its drawbacks 
include its inability to identify intricate relationships 
based on common behaviors or interests and its reliance 
on the notion that the presence of shared neighbors is a 
strong predictor of the formation of new connections. In 
many link prediction applications, the Common 
Neighbors technique is well-liked and efficient despite 
these disadvantages.  An approach to social network 
prediction based on graphs is the RA. It works on the 
premise that possible relationships can be inferred from 
the flow of "resources" (knowledge or influence) between 
people. Based on the quantity of shared neighbors and the 
quality of interpersonal ties, RA computes resource flow. 
It is projected that pairs with the highest resource flow 
will establish new connections; these predictions are 
ordered in order of likelihood [11][12]. Considering 
relationship strength and common neighbors, as well as 
being computationally efficient for vast networks, are 
some of RA's advantages. It can be susceptible to noisy 
or incomplete data, though, and it makes the assumption 
that resource flow correlates with connection likelihood, 
which may not always hold true. Notwithstanding these 
drawbacks, RA is a popsular option for link prediction 
since it is widely applied and efficient in a variety of 
networks, including academic, professional, and online 
social networks. One graph-based method for 
anticipating new links in social networks is the Adamic-
Adar Index (AA). Assuming that ties to well-known 
people are more relevant, it calculates the inverse 
logarithm of each neighbor's degree to determine how 
similar two people are. In order to anticipate new 
connections, the AA approach ranks pairings according 

to their similarity scores, which are determined by taking 
into account the number and popularity of neighbors in 
common. For vast networks, the AA approach takes 
individual popularity into consideration and is 
computationally efficient. It can be susceptible to noisy 
or incomplete data, though, and it makes the assumption 
that popularity and connection likelihood are directly 
correlated—an assumption that may not always hold true. 

In this study [15], the authors consider link prediction 
as a supervised learning task in an effort to incorporate 
many attributes as input data for classification. Authors 
have been using a select characteristics method to 
increase forecast accuracy. There have been two co-
authorship data sets used in the experiments. This 
research [16] attempts to identify the characteristics that 
primarily determine the sign value using data from social 
media networks. The algorithm can accurately forecast 
the values of the linkages based on information retrieved 
from the users' neighbor relationships and self-statuses. 
Through the analysis of the models built across various 
datasets, study identifies the shared determining 
characteristics for link prediction. A model of link 
prediction for social multiplex networks (LPSMN) is 
proposed [17]. Author concatenate on these attributes as 
link representations after extracting explicit, latent, and 
graph structural aspects. Subsequently, an attention 
method is utilized to build a multiplex and improved 
forecasting model with the aid of external data from an 
established platform. The link prediction problem is 
sometimes handled as a binary classification problem. In 
order to enhance performance, this approach makes use 
of three distinct feature types. Finally, author use two 
social multiplex networks along with five artificial 
networks with varying degree distributions to generate an 
experimental scenario for further evaluation. 

Multiple strategies are combined in hybrid methods 
for social network link prediction, increasing prediction 
accuracy and robustness. These strategies take advantage 
of the advantages of several ways to get around the 
drawbacks of specific methods. The author suggests [18] 
a novel hybrid method for spotting linkages in social 
networks. The method creates a hybrid system by 
combining supervised machine learning technique with an 
approach inspired by the particle swarm algorithm. The 
suggested solutions are compared against alternative 
strategies in an experimental research conducted using 
real-world data sets in the publication. Based on network 
communities, the author developed two hybrid link 
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prediction algorithms [19]. In order to assess the efficacy 
of the suggested hybrid algorithms, author carried out an 
extensive computational campaign utilizing both artificial 
and real-world data sets. Experiments demonstrate that the 
prediction accuracy is improved by including details 
about communities and pertinent links. A hybrid link 
prediction model that integrates eight structure-based 
prediction techniques and automatically adjusts the 
weights assigned to each included approach is presented 
by the author, who tackles the link prediction problem as a 
time-series problem [20]. 

Using both network structure and node characteristics 
to improve prediction accuracy, hybrid approaches have 
become a potent tool for social network link prediction. 
Conventional techniques like Jaccard Coefficient, 
Adamic/Adar, and Common Neighbors depend solely on 
network structure, whereas attribute-based techniques 
make advantage of node attributes like user profiles and 
hobbies. These strategies are combined in hybrid 
methods, which incorporate node attributes and structural 
information to produce a prediction model that is more 
complete. In feature-based machine learning models, user 
attributes are combined with measures such as node 
degree. Adjacency matrices and node characteristics are 
both included in matrix factorization approaches like 
collaborative filtering and graph-regularized matrix 
factorization. Graph embedding techniques such as 
attributed network embeddings, Node2Vec, and 
DeepWalk use structural and attribute information to 
learn low-dimensional representations. Both elements are 
naturally integrated by deep learning techniques, 
particularly Graph Neural Networks (GNNs) and 
Variational Graph Autoencoders (VGAEs), which 
provide strong performance. In terms of accuracy and 
precision, hybrid approaches typically beat single-
approach models; nevertheless, scalability and data 
sparsity present difficulties. It is still difficult to address 
privacy issues and dynamic networks, which emphasizes 
the necessity for cutting-edge methods in these fields. 
Hybrid approaches present a promising path toward more 
precise and thorough social network connection 
prediction in spite of these difficulties. 

 
 

3. METHEDOLOGY 

A. Dataset 

The selection of a suitable dataset is a critical 
component in social network link prediction research. 
This entails taking into account variables including the 
kind of data required, the system's handling capability, 
the characteristics of the dataset and the dataset's 
cleanliness and quality. This guarantees the dataset 
satisfies the requirements of the study and is compatible 
with the capabilities of the system. Because they were 
pertinent to our goals, we concentrated on unweighted 
and undirected datasets for this study. Because 
interactions are frequently mutual, unweighted datasets 
minimize computer complexity by considering all edges 
equally, while undirected datasets make analysis easier. 

We chose the Facebook dataset from the Stanford 
Network Analysis Project (SNAP) based on these 
requirements. With 1,446 nodes and 59,589 edges, this 
dataset is ideal for our purposes because it offers a 
thorough understanding of social interactions. Its 
unweighted and undirected characteristics are ideal for 
our research needs, allowing for the creation and testing 
of our hybrid link prediction techniques without 
introducing further complexity. Its reasonable size also 
allows for effective data processing and analysis. 
 

B. Algorithm 

Step 1: Read the dataset which is an edge list(graph) 
Step 2: Data Preparation 

 Retrieve not connected node pairs – Negative 
Samples 

 Remove 20% Links from connected node pairs – 
Positive Samples. Remove link such that all nodes in 
the graph should remain connected. 

 Prepare new dataset which will be the combination 
of positive & negative samples. 

Step 3: Calculate prediction scores for each edge on new 
prepared dataset using following ten link prediction 
methods (Common Neighbors, Preferential Attachment, 
Jaccard Coefficient, Index, Adamic Adar Index, Resource 
Allocation Index, Sorensen Similarity Index, Salton 
Cosine Similarity Index, Hub Depressed Index, Hub 
Promoted Index, Leicht Home Index) 
Step 4: Prediction scores for above methods is considered 
as Features. Examine the new feature set using a variety 
of machine learning algorithms. Logistic regression, 
Support Vector Machine, Random Forest, Decision Tree, 
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k-NN, Naïve Bays, and Gradient Boosting are some of the 
machine learning techniques utilized.  

C. Feature Description 

The statistical analysis of the feature data set that we 
created for the application is displayed in Table 1 below. 

 
 Common_Neighbor’s 

 
 

 Preferential attachment 

 
 Jaccard 

 
 

 Adamic 

 
 Rallocation 
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Figure 2: statistical analysis of feature data set 
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D. Proposed Model 

An example of the suggested ensemble architecture for 
link prediction is shown in Figure 2. Preprocessing the 
incoming data to make sure it is clean and appropriate for 
analysis is the first step in the process. In this step, 
missing value handling, data normalization, and the 
conversion of categorical variables into numerical 
formats could all be involved. Following preprocessing, 
the data is split into two subsets: a testing set and a 
training set. The testing set is used to assess the 
performance of the machine learning models.
architecture's central process is the development and 
evaluation of seven different machine learning models. 
These models are chosen on the basis of their 
applicability and possible efficacy in managing the 
particular features of the dataset. To ascertain each 
model's accuracy and predictive power, it is first trained 
on the training set and subsequently assessed on 
testing set. 
 
 

 
Figure 3: Proposed Ensemble Architecture

 

Following an independent evaluation of each of these 
seven models' performance, an ensemble approach is 
used to integrate their outputs. By utilizing each model's 
advantages, this technique generates predictions that are 
more reliable and accurate. Voting, averaging, and more 
complex strategies like stacking—in which the outputs of 
the base models are utilized as inputs for a higher
model—are examples of ensemble approaches. Through 
the integration of several models' outputs, the ensemble 
technique seeks to mitigate the shortcomings of 
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Following an independent evaluation of each of these 
seven models' performance, an ensemble approach is 
used to integrate their outputs. By utilizing each model's 
advantages, this technique generates predictions that are 

averaging, and more 
in which the outputs of 

the base models are utilized as inputs for a higher-level 
are examples of ensemble approaches. Through 

the integration of several models' outputs, the ensemble 
eks to mitigate the shortcomings of 

individual models while enhancing overall forecast 
accuracy and reliability. 
 

E. Evaluating the effectiveness of link prediction 
methods 

An important future topic for study is to develop methods 
that can combine link prediction with other techniques, 
like network centrality and community detection. 
Following are numerous metrics [14] that are normally 
used to calculate the effectiveness of link prediction 
methods, including:  

 Accuracy: Accuracy is another important 
performance metric used in machine learning 
algorithms and is a reflection of how faithful the 
model is to the data. Promoting the percentage of 
accurately detected examples in regards to the 
amount of all occurrences in a dataset. It is the 
evaluation of the total accuracy of the model is 
done in the following way; it divide it by the 
number of times it successfully predicts 
outcomes which later turn out to be true

 Precision: The percentage of true positive 
predictions a model makes among all positive 
predictions is known as precision. The ratio of 
true positives to the total of true positives and 
false positives is used to compute it.

 Recall: Recall, often referred to as sensitivity or 
true positive rate, is the proportion of real 
positive cases in a dataset that 
finds out of all actual positive cases. The ratio of 
true positives to the total of false negatives and 
true positives is used to calculate it

 F1 score: Recall and precision are combined 
into a single number, known as the F1 number, 
which provides a fair assessment of a model's 
performance. It is computed as the harmonic 
mean of recall and precision, with equal weight 
assigned to each metric. 

4. RESULTS 

We implemented seven classification machine 
learning model. However, the ensemble app
the best accuracy. We achieve Ensem
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94.23%. The table 1 gives the complete snapshot of 
results of all the machine learning algorithms. 

 
 

 

TABLE 1: EXPERIMENTAL RESULTS 

SN Machine Learning Model Accuracy Precision Recall F1-Score 

1 Logistic Regression 93.38 92.69 93.38 92.76 

2 SVM 90.46 87.11 90.46 86.31 

3 Random Forest 93.07 92.45 93.07 92.64 

4 Decision Tree 93.07 92.5 93.02 92.7 

5 Naïve Bayes 90.91 91.47 89.33 91.16 

6 k-NN 91.3 89.57 91.25 89.73 

7 Gradient Boosting 92.99 92.16 92.99 92.22 

8 Ensemble Method 94.23 92.71 92.36 92.51 
 

 

 
Figure 3: Graphical representation of results 

 

The above table 2 compares the recall, accuracy, 
precision, and F1-Score of various machine learning 
models. Performance-wise, the Ensemble Method 
outperforms the others with the highest accuracy of 
94.23%. Logistic Regression exhibits the highest level of 
recall (93.38% accuracy), while Decision Tree and 
Random Forest demonstrate excellent overall balance. 
Gradient Boosting delivers a well-rounded performance 
with an accuracy of 92.99%. While accuracy suffers, 
Naïve Bayes yields greater precision (91.47%). All 

indicators point to SVM as having the weakest 
performance. The ideal model depends on the specific 
application's requirements for accuracy, precision, recall, 
and balancing. 
 

5. DISCUSSION 

An ensemble machine learning model presents a new 
strategy to enhance the prediction accuracy of linkages in 
social networks. The major objective is to use a 
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combination of diverse strategies to improve speed and 
circumvent the issues with typical link forecast methods. 
The first section of the study discusses the significance of 
link prediction for network analysis, connection 
discovery, and improving recommendation systems. The 
authors discuss the difficulty of forecasting broken 
linkages in large-scale social networks and offer an 
ensemble strategy to address these issues. The 
recommended ensemble approach is selecting and mixing 
various machine learning methods, including logistic 
regression, decision trees, support vector machines, and 
other machine learning approaches. The ensemble 
approach is more dependable and precise since every 
program contributes a distinct viewpoint to various 
aspects of link prediction.  

The Ensemble Method outperforms all other models 
with the highest accuracy of 94.23%, demonstrating that it 
successfully integrates the benefits of multiple methods to 
generate superior overall performance. Logistic regression 
performs exceptionally well, yielding the best recall rate 
and accuracy rate of 93.38%. This makes it a valuable tool 
for identifying true positives. Random Forest and 
Decision Tree both perform well, with accuracy of 
93.07%, precision of roughly 92.5%, and F1-Scores above 
92.6%, indicating a solid balance between precision and 
recall. With well-rounded stats and an accuracy of 
92.99%, gradient boosting is a strong choice for balanced 
performance as well. It comes in second. 
Naive Bayes does rather well in precision, scoring 
91.47%, indicating its ability to eliminate false positives, 
but having a little lower accuracy of 90.91%. k-NN 
performs admirably, with 91.3% accuracy and F1-Score 
with 89.73%; but, its precision and recall are slightly 
below the best models' levels. SVM performs the lowest 
of all the models, with an accuracy of 90.46% and an F1-
Score of 86.31%, suggesting that it does a worse job of 
striking a balance between recall and precision. In the end, 
the model selection should be dependent on the specific 
requirements of the application, regardless of whether the 
application emphasizes recall, precision, overall accuracy, 
or a combination of these metrics. 
 

6. FUTURE DIRECTIONS FOR LINK PREDICTION 

RESEARCH 

This field continues to evolve and advance, and there 
are many exciting future directions for research in this 
area. Some of these future directions include:  

A. Incorporating node attributes: The majority of 
link prediction techniques used today solely take 
into account the network structure and ignore 
node characteristics like behavior, preferences, 
and demographic data. More precise and useful 
predictions may result from the incorporation of 
node properties into link prediction techniques.  

B. Dynamic networks: Many social networks are 
dynamic in the actual world—that is, the 
interactions between nodes change over time. 
Future research should focus on creating link 
prediction techniques that can manage dynamic 
networks and anticipate changes in the 
connections over time. 

C. Multi-layer networks: Many real-world 
networks consist of multiple levels, where a 
node-to-node relationship is represented by a 
different level. A social network might have 
both professional and friendship relationships, 
for instance.  

D. Scalability: As networks become larger and 
more complex, it is imperative to develop link 
prediction systems that can handle these large 
and complicated networks. This involves 
creating new techniques especially tailored for 
large-scale networks as well as enhancing the 
effectiveness of currently used techniques. 

E. Heterogeneous networks: Real-world networks 
typically consist of heterogeneous networks, or 
nodes with a variety of types and attributes. 
Future research should focus on creating link 
prediction techniques that can manage 
heterogeneous networks.  

F. Integration with other methods: There are 
numerous techniques used to analyze and 
comprehend social networks; link prediction is 
but one facet of this process. Future studies 
should concentrate on developing methods that 
integrate community detection and network 
centrality with link prediction. 

 
Future studies on predicting links in networks of 

people are anticipated to go in a plethora of fascinating 
ways, these being just a few. The growing significance of 
social networks in our daily lives and the demand for 
efficient techniques for analyzing and comprehending 
these networks are what are fueling the field's continuing 
expansion and development. 
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7. CONCLUSION 

This research paper proposes an effective and new 
method for improving social network link prediction. The 
suggested approach improves on standard link prediction 
methods by using an ensemble of machine learning 
algorithms. Concerning precision, the Ensemble Method 
performs better than any one model alone, indicating that 
it leverages the advantages of several models to produce 
better overall results. It effectively finds a middle ground 
between preventing false positives and identifying true 
positives, as seen by its high precision, recall, and F1-
Score. The benefits of combining different machine 
learning algorithms are demonstrated by the ensemble 
technique. The ensemble model may capture many 
network characteristics and topological traits since each 
approach provides unique insights on link prediction. 

The study demonstrates that the ensemble model 
works better than link prediction techniques and 
individual methods. The accuracy, precision, and recall of 
the ensemble technique's prediction of missing social 
network linkages are enhanced. More network links and 
patterns are captured by the complementary algorithms. 
The ensemble approach is beneficial for recommendation 
systems, network analysis, and community identification. 
The adaptability of the ensemble model is advantageous 
to students and practitioners in social network analysis. 
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