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Abstract: The use of recommender systems is considered to be highly significant in our day-to-day life. The feed streaming approach 

has been used to a considerable degree inside the recommender system because of its effectiveness. Through the use of the feed 

streaming setting, users are given the opportunity to engage in an interactive manner of recommendation inside never-ending feeds. 

The concept of user stickiness, which goes beyond the conventional concept of instant analysis and is often evaluated by long-term 

user involvement, should get a higher amount of attention from a powerful recommender system. Specifically, this is due to the fact 

that user stickiness is not within the purview of conventional measures. A primary objective of recommender systems (RS) is to improve 

the level of user participation and communication that occurs inside the platform. In spite of this, there is a lack of comprehension of 

the extent of this link and the ways in which RS might potentially improve continuous user engagement with the platform to a certain 

degree. The present study endeavours to analyse the role that RS plays in turning users' short-term engagement with the RS into 

engagement with the platform that is maintained over time. This is done in order to solve the knowledge gap that has been identified. 

In order to investigate these concerns, we first construct a conceptual framework by doing a literature research on the relevant literature 

in the fields of user engagement and recommendation systems. This is done in order to get the necessary information. Within the scope 

of this research, we talk about metrics for the evaluation as well as open challenges that are presently being encountered in this aspect 

of the field. 

 

Keywords: long-term metrics, user engagement, user satisfaction, Recommender Systems(RS). 

1. INTRODUCTION  

The use of recommender systems is on the rise because 

they make it easier to find and use information in many 

different areas of our lives, including shopping [11], food 

[14], travel [13], social platforms [17,18], media [12], and 

news[15,16]. In recent years, recommendation algorithms 

that prioritize instantaneous user responses like likes and 

clicks have achieved remarkable success [12, 19]. But it's 

becoming more and more obvious that putting too much 

weight on short-term engagement might cause clickbait or 

pigeon-holing effects, which are bad for users' experience 

in the long run [20, 21, 22]. Algorithm designers on 

recommendation systems have started optimising for other 

objectives that are better aligned with the long-term user 

experience, after seeing the pitfalls associated with 

excessive attention on short-term metrics. For instance, 

according to Wu et al.[58], a recommender system's 

ultimate objective is to encourage users to return to the 

platform more frequently rather than only meeting their 

needs during the current session. 
It is challenging to optimise for long-term satisfaction 

since the expected long-term outcomes occur less often, are 
more complicated, and change slowly over time, as 
opposed to short-term engagement metrics. One can 

question if there are simpler options to optimize that are 
more indicative of the eventual outcome. An enhanced 
correlation between the suggestion and a more 
straightforward target for optimization is preferred. 
Optimising for long-term satisfaction may be tough due to 
the complexity and slower change of desired outcomes 
when compared to short-term engagement measures.  

In this research, the distinctions between recommender 
systems that depend on explicit user rating input and those 
that rely on implicit user action feedback are presented in a 
clear and demonstrable manner. The ability to predict the 
activities that users will do in the future is more effective 
than the ability to predict explicit rankings for the purpose 
of enhancing engagement. It is not enough to just focus on 
predicting implicit behaviors in order to improve user 
engagement. This article will discuss the long-term metrics 
that should be examined in order to improve user 
engagement and satisfaction. Higher degrees of negative 
user feedback, including negative action rates and 
browsing effort, are shown by the fact that certain research 
indicate that recommenders that are primarily concerned 
with predicting implicit actions may not be as accurate as 
recommenders that are based on ratings. This finding hints 
to the need of doing more research to investigate different 
approaches to combining both positive and negative 
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feedback, with a particular emphasis on penalizing 
products that have received negative feedback from users. 

By combining the recommender systems and including 

online user interaction, the levels of user engagement 

achieved are comparable to those achieved by using an 

implicit-action-based recommender alone. However, it did 

not result in an increase in user browsing, suggesting a 

compromise between the objectives of user engagement 

and satisfaction. The observed outcome is expected to be 

relevant to other algorithms that simulate explicit or 

implicit feedback data, since it likely reflects the 

underlying characteristic of both forms of feedback signals 

rather than the particular methods used. Additional 

investigation is required to validate this. Nevertheless, it 

suggests that in order to precisely assess user happiness, it 

is essential to take into account elements that extend 

beyond just ratings or behaviors. 

2. TAXONOMY OF RECOMMENDER SYSTEMS 

A. Classifications of Recommender Systems 

There are four main types of recommendation systems- 
Collaborative filtering, content based filtering, knowledge 
based methods, hybrid methods [43]. The Figure 1 gives 
the illustration of broad classification of Recommender 
Systems. 

 

 

Figure 1. The primary types of Recommender Systems 

Collaborative Filtering (CF) approaches: CF techniques 
function by collecting and assessing the actions of the user. 
The goal of CF approaches is to predict correctly the 
preferences of the user by assessing the user's data, which 
includes, among other things, the goods that have been seen 
in the past and the individual's purchasing history. 
Memory-based collaborative filtering, is predicated on the 
assumption that individuals who have preferences that are 
comparable in the past are likely to continue to have 
preferences that are similar in the future. The another name 
for this model is the user-item filtering model. The ratings 
of items may be predicted by using this technique, which 
takes the ratings of persons or organisations that are located 
in close proximity to one another into the account. Filters 
in model-based CF make use of a statistical or machine 
learning model in order to uncover and exploit on hidden 

relationships and patterns within the data. This is done to 
achieve the goal of model-based CF. It is done in this 
manner in order to discover patterns and connections that 
have been disguised and to make use of them. The training 
data, which is constituted of before the interactions 
between users and items, is used by these models to provide 
predictions about the preferences of users for unfamiliar 
products. This is done to enhance the accuracy of the 
forecasts. Two separate categories may be distinguished 
from one another when it comes to the memory-based 
collaborative filtering technique: 

A collaborative filtering system based on users: A 
recommendation system that is known as collaborative 
filtering is one that analyses the preferences of users and 
provides ideas for goods that are enjoyed by users who are 
similar to the person who is being questioned. 

A collaborative filtering system that is based on items 
and produces suggestions for things that are analogous to 
those that the active user has shown interest in is called an 
item-based collaborative filtering system on items. 

Content-Based Rating Systems: These systems operate 
on the assumption that user preferences may be anticipated 
by analysing the user's prior experiences with goods, such 
as their history of viewing and purchasing things with the 
product in question. A content-based recommendation 
system is designed to provide suggestions to users that are 
similar to the things that they have previously interacted 
with. This is the system's primary purpose. 

A recommender system becomes knowledge-based 
when it generates recommendations by analysing the user's 
specific queries rather than relying solely on their rating 
history. It could ask the user to provide a criteria for the 
desired outcome or a set of instructions. The system 
searches through its database of items and returns similar 
results [35]. KBR systems operate by gathering user 
preferences through dialogue and providing 
recommendations based on either predefined rules or 
similarity metrics that match the user's preferences. We can 
categorise the first approach as constraint-based 
recommendation, while the second approach falls under 
case-based recommendation. 

A hybrid recommendation: The framework utilises a 
blend of content-based recommendation systems (CBRS) 
and collaborative filtering recommendation systems 
(CFRS) to achieve optimal performance by mitigating the 
limitations of traditional recommendation techniques 
[36,47].Maintaining the Integrity of the Specifications 

B. Long-term Participation of Users in the 

Recommendation Process 

When it comes to recommendation, one of the most 

essential metrics is long-term user engagement, which is 

often reflected as the degree to which people are committed 

to a certain product. In most cases, when we are presented 

with a product, we anticipate that people would either 

spend more time on it or utilize it as often as they possibly 
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can. The session-based recommender systems have been 

extensively used in real-world applications, such as the 

recommendation of short-form films and the 

recommendation of news [36, 40, 45, 46]. The amount of 

suggested things that users consume during each visit is 

something that we are especially interested in growing, as 

is the frequency with which users visit the product. There 

is a significant amount of difficulty involved in optimizing 

these two indicators since it is difficult to tie them to a 

single proposal. In the event that a user increases the 

number of times they visit our website, for instance, we are 

unable to determine which suggestion is responsible for the 

increase in frequency. 

C. The Key Factors for Long-term User Engagement 

In order to effectively tackle the aforementioned 

issues, it is necessary to adopt certain techniques 

throughout the implementation of recommender systems. 

The long-term involvement of users in recommender 

systems is contingent upon certain crucial criteria [46]. 

Below are few crucial factors to take into account: 

• Personalization: Recommender systems should 

consider user preferences and feedback to provide 

the customized feedback. The personalization could 

be achieved in many ways like user profiling, user 

modeling, using collaborative filtering techniques, 

etc. User long term engagement could be improved 

by providing the more relevant recommendations to 

the user based users’ preferences[47].  

• Accuracy: The accuracy of recommendations is 

crucial for user satisfaction and engagement. 

Recommender systems should strive to minimize 

errors and provide recommendations that match 

users' interests and needs as closely as possible. 

• Diversity: Diverse recommendations keep the user 

attentive, interested and engaged to the recommender 

system. Consequently, it is essential to sometimes 

propose random recommendations in order to boost 

the level of user satisfaction and keep users engaged 

over the long run. Some research is done to 

recommend a random item, the social neighbors can 

be analysed or emotion of the user can be used [44]. 

• Transparency and Explainability: Users should be 

aware of the reasons why they are receiving specific 

suggestions. The transparent process of 

recommendation and explanations about the 

recommendations could help in the user confidence 

build up and user satisfaction which indirectly leads 

to the user’s long term engagement with RS. 

• Serendipity: It is important for recommender systems 

to periodically include random recommendations or 

unexpected suggestions that create a positive 

response from consumers. The unexpected 

occurrences can increase the user engagement and 

satisfaction via the exposure of users to products that 

they may not have otherwise come across. 

• User Feedback Incorporation: The incorporation of 

systems that allow users to submit feedback on 

recommendations contributes to the enhancement of 

the accuracy and relevance of recommendations 

offered in the future. It should be possible for users 

to rate goods, offer explicit feedback, or modify their 

preferences over the course of time. 

• Context Awareness: Recommender systems must 

consider the contextual factors while generating 

suggestions, such as the user's location, time of day, 

device, and social milieu. User-specific 

recommendations are more likely to be relevant and 

engaging to the user [48]. 

• Long-term Learning and Adaptation: In order to 

continually gain information from user interactions 

and modify their recommendations over time, 

recommender systems should be continuously 

learning. The ability of recommender systems to 

sustain relevance and interest over the long term may 

be achieved by the incorporation of feedback and the 

adaptation to changing user preferences. 

• Seamless Integration: To make it effective, 

recommender systems need to be able to effortlessly 

integrate themselves into the workflows or routines 

that users engage in on a daily basis. The user 

experience must be smooth and require less work to 

encourage long-term engagement. 

• Privacy and Trust: Gaining trust of customers is 

important aspect to increase the long-term user 

engagement. This possible only by creating trust in 

customers that their personal information will be 

handled in a responsible manner and that their 

privacy will be protected. Building and maintaining 

user trust may be facilitated by providing openness 

on the utilisation of data and putting in place 

protective measures for users' privacy. 

By considering these factors, recommender systems can 

enhance long-term user engagement, leading to increased 

user satisfaction. 

3. PREPARE RELATED WORK 

A. Analysing user behaviour on recommendation 

systems 

Before Extensive research has been conducted on 
analysing user behaviour in recommender systems across 
several disciplines such as human-computer interaction, 
marketing, and information retrieval. The distribution of 
user interests in long-tail and specialty material was 
investigated by Goel et al. [23]. User behaviour on 
recommender systems is affected by user preferences, 
algorithmic suggestions, and other factors such as 
personality qualities. Knijnenburg et al.[24] and Xiao et.al. 
[25] shed light on the processes that influence user 
experience in recommender systems. Anderson et al. [26] 
investigated the influence of suggestions on the variety of 
content consumed by users. In order to better assess the 
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impact of recommendations, Villermet et al. [27] suggested 
differentiating between algorithmic and human behaviour 
when listening to music online. Models were proposed to 
comprehend the evolving user preferences by utilising a 
mix of structural and probabilistic methodologies[28, 29, 
22]. The influence of individual and contextual elements on 
user behaviour in recommendation systems was 
demonstrated by Karumur et al.[30] and Xiao and Benbasat 
[25]. Another area of study involves creating simulations 
or doing field research to assess user behaviours while 
considering possible confounding variables[20,31,32]. The 
feedback loop between recommendation algorithms and 
user behaviours is studied by Hansen et al. [33] and Zhou 
et al. [34] in relation to patterns of consumption on video 
and music streaming services. While many studies have 
focused on how to measure user engagement with 
recommender systems, few have sought to understand 
users' long-term experiences by tracking their sequential 
and developing behaviours. 

B.  RL for learning the long-term metrics 

In the discipline of artificial intelligence and machine 
learning, reinforcement learning (RL) is a subfield that 
focuses on teaching computers to make a series of decisions 
in an unpredictable and sometimes dynamic environment 
through the process of trial and error. In the context of 
recommender systems, RL can be used to optimize long-
term user engagement by learning from user feedback and 
adapting to their changing preferences over time. This can 
involve rewarding recommended items that are well-
received by users and penalizing items that are not, in order 
to incentivize the system to provide recommendations that 
are more likely to be relevant and engaging to individual 
users. Recommender systems, as shown in Figure 2, may 
be represented as an agent that interacts with users, who 
function as the environment. After each suggestion request 
is fulfilled by the agent, we may log the feedback and status 
changes from users. This data can be used to compute a 
reward and update the agent's current state. Utilizing 
reinforcement learning (RL) will result in the development 
of a recommendation policy that maximizes user 
engagement over an extended period of time. 

 

Figure 2. Recommender systems based on 
reinforcement learning 

RL can also be used to optimize the exploration and 
exploitation of new recommendations, balancing the need 
to introduce new items[1]. Some works use reinforcement 
learning to look for the best weights in order to make users 
happy over the long run. Off-policy reinforcement learning 
is used by Han et al. [4] to find the best weights for an 
advertiser's expected click-through rate and bid price. 
Because interacting with young agents too much will ruin 
the user experience, they create an environment simulator 
to get feedback from users while they train their model 
offline. But the real recommendation world is too 
complicated for the simulator to fully represent it. The RL 
model that is built on the simulator will actually be hard to 
use online, which will make the experience worse for the 
users. Pei et al. [3] suggest using reinforcement learning to 
find the best way for a platform to make the most money. 
To make the model easier to understand, they use an 
evolutionary strategy to solve the problem. This means that 
the proposed methods can only improve the profile of the 
current suggestion. Short-horizon reinforcement learning is 
a type of machine learning algorithm that can improve 
long-term metrics in recommendation systems by focusing 
on immediate goals and learning from them to reach better 
outcomes in the long run. In situations in which the long-
term goals are not fully defined or projected, this strategy 
is especially helpful since it enables the system to adjust to 
changes in user behaviour and preferences over the course 
of time applications. The technique has been applied to 
various domains, including music recommendation, news 
recommendation, and movie recommendation, where it has 
shown to outperform other traditional methods [2]. Various 
simulators like Sim2Rec [5], ADAREC [7] etc. have been 
used to test the RL based approaches which mainly focused 
on long-term user engagement. 

The decision-making strategy known as Sim2Rec [5] is 
designed to maximise the quality of long-term user 
engagement by optimising real-world user involvement. It 
combines a simulation-based framework with machine 
learning techniques to simulate user behavior and make 
data-driven recommendations. This approach has been 
used in various industry applications, such as e-commerce 
and personalized medicine, to improve user engagement 
and retention. Sim2Rec can help businesses understand 
user preferences and tailor their recommendations to 
improve user experience and increase revenue. ADAREC 
[7] is an advanced recommendation system that optimises 
long-term user involvement through adaptive, sequential 
decision-making processes, rather than just generating 
item-to-item recommendations. The goal of ADAREC is to 
increase user happiness and foster long-term engagement 
by learning from user feedback and adjusting to shifting 
preferences. 

There is a body of research on modelling users' return 
behaviour, which is now seen as a crucial indicator of long-
term user engagement. In their study, Du et al. [9] used low 
rank models and a self-exciting point procedure to identify 
the user-item consumption patterns that occurred 
repeatedly over time. In their most recent work, the authors 
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predict when user events will return by using marked 
temporal point processes and intensity functions. Kapoor et 
al. [8] suggested a Cox's proportional hazard function that 
takes use of survival analysis in order to estimate when 
consumers would return to utilising free internet services. 
This was necessary in order to create an accurate 
prediction. Subsequently, the authors used a hidden semi-
Markov model in order to conduct an analysis of the time 
between a user's sequential consuming habits in accordance 
with their underlying psychological states. Display ad 
conversion delay forecasting was made possible by 
Chapelle's [10] survival analysis method. However, none 
of the referenced research focus on offline analysis or user 
return forecasts. When user input is highly dependent on 
service quality, some fail to consider how simulated 
customer feedback could be used to improve a service 
system. 

4. METHODOLOGIES AND ANALYSIS 

A. Policy Learning:  

For the purpose of enhancing user involvement over the 

long term, a significant number of research works are 

focused on policy. The process of finding the ideal 

approach, or policy, that an agent ought to adopt in order 

to maximise its cumulative reward in a particular 

environment is referred to as policy learning in the field of 

reinforcement learning. This kind of learning is known as 

reinforcement learning, and it involves an agent 

interacting with its surroundings by performing actions 

and getting feedback in the form of rewards or penalties. 

It is the objective of the agent to acquire a policy that will 

enable them to choose actions that will result in the 

greatest potential cumulative reward over the course of 

time period. 

 

Break is suggested as a means of promoting and 

maintaining the user over a longer amount of time [42]. 

According to this strategy, encouraging the user to take a 

break from the RS is a way to boost user satisfaction, 

which in turn leads to more engagement over a longer 

period of time. 

 

We are able to use cutting-edge strategies in order to make 

the policy flexible enough to accommodate shifting 

preferences among users. A context encoder is used by 

ADAREC inside the policy network. This encoder makes 

it possible for RL rules to recognise various patterns of 

user activity [7]. 

 

Within the context of a batch reinforcement learning (RL)-

based multi-task fusion, a conservative-OP estimator is 

developed. 

 

Both a Batch RL framework and an online exploration 

component are included into the framework, which is 

referred to as BatchRL-MTF. The former makes use of 

batch reinforcement learning to train an optimum 

recommendation strategy from the fixed batch data offline 

for long-term user happiness, whilst the latter investigates 

alternative high-value actions immediately in order to 

overcome the local optimal dilemma[38]. It is 

recommended that a short-horizon policy improvement 

(SHPI) be implemented, which approximates policy-

induced changes in user behaviour with respect to different 

sessions[2]. Optimising long-term user engagement with 

the usage of FeedRec [37]. There are two components that 

make up FeedRec: 1) a Q-Network, which is constructed 

in hierarchical LSTM, is responsible for simulating 

complicated user behaviours; and 2) an S-Network, which 

has the capacity to mimic the environment, provides 

assistance to the Q-Network, and eliminates the instability 

of convergence in policy learning. 

B. Point of Interest(POI) Recommendation: 

According to the short-term preferences, the next point of 

interest (POI) that a user will visit is impacted by the 

objects and venues that the user has recently visited in the 

trajectory that is now being followed. For instance, a 

person may go to a pub immediately after eating eaten at a 

restaurant the previous night. An individual's long-term 

preferences are a representation of their general interests, 

which are derived from their historical trajectories. In 

conclusion, there is a tendency for short-term preferences 

to fluctuate often throughout the course of time, but long-

term choices tend to remain relatively consistent. 

In the early stages of POI recommendation research, the 

primary emphasis was placed on assessing the preferences 

of users via the use of Collaborative Filtering (CF), 

particularly algorithms based on Matrix Factorization 

(MF). Only the consumers' choices that are static may be 

modelled using these approaches. These sorts of 

recommenders are unable to reflect the dynamism of user 

preferences, thus for instance, when a user who lives in 

India visits to Landon for a vacation, they may still 

recommend points of interest (POIs) that are situated in 

India. approaches that are based on deep learning have 

lately shown promising results in a variety of 

recommendation systems. Some examples of these 

approaches are embedding learning [51,53,54], neural CF 

[55], deep latent factor model [56], and metric learning 

[57]. 

For the purpose of modelling the long-term periodicity, 

DeepMove[52] makes use of a deep neural network that is 

equipped with two attention processes. For the purpose of 

modelling preferences over a short period of time, both 

DRCF and DeepMove have utilised RNN-based 

techniques. A gated mechanism that models both long-

term and short-term interests is presented by STGN [58], 

which is also an effort to simulate both types of interests. 

This mechanism falls within the LSTM architecture. 

RNN-based approaches are becoming more prevalent in 

the area of next-POI recommendation [52,5,60,61]. This is 

a direct result of the success that RNN has shown in 
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sequential data modelling [62]. As an example, the ST-

RNN model [61] is an extension of the RNN that models 

local temporal and geographical settings. Through the use 

of GRU's gate mechanism, CARA [60] is able to record 

the changing preferences of consumers. Both the LSTM-

based and gated LSTM frameworks are used by TMCA 

[59] and STGN [58] in order to acquire knowledge about 

spatial-temporal contexts, respectively. To capture the 

sequential transition, Deep-Move [52] develops a multi-

modal recurrent neural network (RNN). A geo-dilated 

recurrent neural network (RNN) is used for short-term 

preference learning, whereas a nonlocal network is used 

for long-term preference modelling using LSTPM[39]. 

 

C. Explore and Exploitation methods: 

Exploration refers to the process of trying out different 

actions to gain more information about the environment 

and improve the agent's understanding of which actions 

lead to favorable outcomes. Exploitation, on the other 

hand, involves using the knowledge or information gained 

from past experiences to select actions that are expected to 

yield the highest immediate reward. Exploitation aims to 

maximize the short-term reward by choosing actions that 

the agent believes are currently the best based on its 

existing knowledge. Balancing exploration and 

exploitation is a key challenge in reinforcement learning, 

as the agent needs to strike a balance between trying out 

new actions to learn more about the environment 

(exploration) and selecting actions that are known to be 

good based on past experiences (exploitation). 

 

The recommendation is based not just on the predicted 

number of clicks that the user will make immediately, but 

also on the anticipated number of clicks that will come 

from the user's subsequent return. The exploitation for 

immediate click, the exploitation for projected future 

clicks, and the exploration of unknowns for model 

estimate are the three competing variables that are taken 

into consideration while developing a bandit-based 

solution for online learning. This method is created on the 

basis of this idea.  

  

D. Reward Fomulation 

Reward formulation in reinforcement learning involves 

designing and defining the reward signal that the agent 

receives from the environment based on its actions. The 

reward signal serves as feedback to the agent, guiding it to 

learn a policy that maximizes the cumulative reward over 

time. Reward formulation is a critical aspect of 

reinforcement learning, as it directly influences the 

behavior of the agent and ultimately determines the 

success of the learning process. 

A surrogate for long-term user experience was offered in 

a study [41], which suggested that it is possible to develop 

a surrogate by using data on previous user interactions 

with the recommender system and then utilising that data 

to model the user's upcoming and current preferences. This 

makes it possible to represent the long-term user 

experience by a fictitious object, which can then be utilised 

to develop the system and measure performance metrics. 

It has been suggested that PrefRec should be used to 

develop a reward function in order to boost long-term user 

engagement. Through the use of the preferences, it 

automatically trains a reward function in a way that is end-

to-end. Following that, the reward function is used to 

provide learning signals for the purpose of training the 

recommendation policy [6]. 

In light of the findings of our investigation, we have 

created a list of the methodology and metrics used in 

previous publications, which may be seen in Table 1. We 

found only nine publications that we considered 

completely relevant to our subject matter. The proportion 

of publications that used a certain approach is shown in 

figure 3, which can be found here. The number of research 

articles that are published as a result of each year is shown 

in figure 4. We are able to draw the conclusion that there 

is less effort being done in the direction of optimising the 

long-term user involvement in the recommender system 

by looking at Fig.3 and Fig.4. In light of this, it is 

imperative that further study be conducted in this 

particular area. 

 
FIGURE 3. THE SUMMARY OF THE METHODS USED IN 

THIS STUDY 

 

 
FIGURE 4. THE NUMBER OF PUBLISHED PER YEAR USED 

IN THIS STUDY 
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5. METRICS 

After While there isn't a specific set of universally 
agreed-upon long-term metrics for user engagement in 
recommender systems, there are several commonly used 
metrics that can provide insights into long-term user 
engagement. Table 1 shows what metrics are adopted in the 
existing methods and in this section, those metrics are 
described. These metrics are often adapted based on the 
specific goals and context of the recommender system [45]. 
Here are some examples: 

• Retention Rate: The proportion of users who continue 
to utilise the recommender system over a certain time 
period is referred to as the retention rate inside the 
system. The capacity of the system to retain the 
interest and engagement of users over an extended 
period of time is shown by this statistic. 

• Session Length: The average duration of user sessions 
within the recommender system. Longer session 
lengths suggest deeper user engagement and interest 
in the recommended content. 

TABLE-1: SUMMARY OF THE METHODS FOCUSED ON LONG-TERM USER ENGAGEMENT USING REINFORCEMENT 
LEARNING ALGORITHMS 

 

Model Year Method Dataset/Domain Evaluation Metric 

Lotka-Volterra 

dynamical system 

[42] 

2023 

Policy Learning 

MovieLens 1M dataset, 

Goodreads dataset. 

Mean long-term 

engagement rate 

(LTE) 

 

ADAREC [7] 2023 

Policy Learning 

Real-world E-commerce 

dataset. 

The cumulative 

retention reward, the 

users’ average return 

days,  

the users’ return 

probability on 

the next day 

PrefRec[6] 2022 

Reward Fomulation 
Customized dataset of 

short-form videos. 

Session depth, 

visiting frequency 

Sampling (NCIS) 

Multi-Task Learning 

model(MTL) + 

Multi-Task Fusion 

model (MTF) [38] 

2022 

Policy Learning 

A real-world short video 

dataset. 

App dwell time 

(ADTime),User 

positive-interaction 

rate (UPIRate) 

Reward surrogates in 

an RL-based 

recommender system 

[41] 

2022 

Reward Fomulation 

Industrial 

recommendation 

platform. 

Overall user visiting 

frequency,User 

visiting frequency 

from low frequency 

user segment (based 

on 

pre-experiment 

visiting frequency), 

Number of 

homepage visits, 

Number of satisfied 

consumptions 

FeedRec[37] 2021 
Policy Learning Real-world E-commerce 

dataset. 

 

Depth, ReturnTime 

 

Short Horizon 

Policy Improvement 

(SHPI)[2] 

 

2021 

Policy Learning A real-world private 

recommendation 

dataset and an HIV 

treatment domain 

Click, Long Term 

Reward(LTR) 

 

Long- and Short-

Term Preference 

Modeling 

2020 
Point of Interest(POI) 

Recommendation 

The Foursquare check-in 

dataset and Gowalla 

dataset 

Normalized 

Discounted 

Cumulative 
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(LSTPM) [39] Gain and Recall@K 

 

r2 Bandit[40] 2017 

Explore and Exploitation 

methods 

A real-world Yahoo 

frontpage news dataset 

Cumulative clicks 

over, Click-through 

rate (CTR),Average 

return time,Return 

rate,Improved user 

ratio, No return count 

• Frequency of Interactions: This refers to the 
frequency with which consumers engage with the 
recommender system over a period of time, such as 
via clicks, views, or purchases. An increased 
interaction frequency is indicative of a user's 
continued continued involvement. 

• Churn Rate: The rate at which users disengage or stop 
using the recommender system over time. A lower 
churn rate indicates higher user retention and long-
term engagement. 

• Conversion Rate: The proportion of people who buy 
or subscribe to a service after recommendations. 
Higher conversion rates show suggestion efficacy in 
motivating user behaviours. 

• Customer Lifetime Value (CLV): The estimated 
value that each user contributes to the system over 
their lifetime. CLV helps assess the long-term impact 
of user engagement on the system's success and 
profitability. 

• Customer Satisfaction Scores: Feedback or ratings 
provided by users about their satisfaction with the 
recommender system. Positive satisfaction scores 
indicate successful long-term engagement. 

These metrics should be adjusted according to the 
recommender system's unique aims, the suggested 
content's type, and user interactions. To get a complete 
picture of user engagement over time, it's a good idea to 
incorporate both quantitative metrics and qualitative 
feedback. 

 

6. THE CHALLENGES FOR LONG-TERM USER 

ENGAGEMENT IN RECOMMENDER SYSTEMS 

The use of recommender systems has become 
more important across a variety of online marketplaces. 
They want to give consumers with personalised 
suggestions that are based on the interests and actions of 
the same users; however, the key challenge lies in 
maintaining long-term user engagement [50]. Common 
Difficulties in Achieving Long-Term User Engagement: 

• Limited User Feedback: Often users provide sparse 
feedback or ratings on recommended items; this 
complicates the system's ability to accurately understand 
their preferences. 

• Dynamic User Preferences: Users' preferences can 
change over time, leading to discrepancies between their 
current interests and the system's recommendations; this 
can result in frustration and disengagement. 

• Cold Start Problem: When new users join a 
recommender system, there is a lack of historical data to 
personalize recommendations for them; this initial phase 
can deter user engagement before it even begins [49]. 

• Frequent changes in the User Preferences: It’s natural 
that a user interests change time to time. Sometimes, due to 
external factors user interests get changed. But in these 
cases, it is very difficult to predict the future preferences. 

• Lack of randomness in recommendations: sometimes 
user may get bored if the recommendations are of the same 
types. So it is important to include variety types of 
recommendations. 

• Information Overload: Though the recommendations 
are given based on user preferences, user may loose the 
satisfaction if the the recommendations are more. Too 
many recommendations will lead to the user confusion and 
dissatisfaction. 

To address these challenges, recommender systems 
must continually adapt and evolve by incorporating 
innovative algorithms and techniques; this ongoing 
development is essential to ensure that users remain 
actively engaged with the system over extended periods. 
By understanding and addressing the factors that hinder 
long-term user engagement, recommender systems can 
enhance user satisfaction and loyalty, ultimately leading to 
greater success for online platforms and businesses. 

7. CONCLUSION 

We provided an exhaustive and current analysis of long-

term user engagement with recommender systems. We 

placed a strong emphasis on the significance of user 

engagement and satisfaction for recommender systems, as 

well as the difficulties that are associated with this path. 

Based on our study we conclude that the reinforcement 

learning algorithms are suitable to optimize the long term 

user engagement. Therefore we presented a literature 

survey on the role of Reinforcement learning algorithms to 

increase the user long term engagement in Recommender 

Systems. There isn't a specific set of universally agreed-

upon long-term metrics for user engagement in 

recommender systems. We presented the metrics 
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considered in the previous works to evaluate the long-term 

engagement. We feel the research in this direction is very 

less and significant progress is needed. In conclusion, we 

are confident that our survey will aid the researcher in 

comprehending fundamental concepts and future 

developments to increase the long-term user engagement. 
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