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Abstract: The primary aim of our study is to improve the efficacy of image denoising, specifically in situations when there is a
limited availability of data, such as the BSD68 dataset. Insufficient data presents a challenge in achieving optimal outcomes due to
the complexity involved in constructing models. In order to tackle this difficulty, we provide a method that incorporates Channel
Attention, Batch Normalization, and Dropout approaches into the current REDNet framework. Our investigation indicates enhancements
in performance parameters, such as PSNR (Peak Signal to Noise Ratio) and SSIM (Structural Similarity Index), across various levels
of noise. With a noise level of 15, we obtained a Peak Signal-to-Noise Ratio (PSNR) of 34.9858 dB and a Structural Similarity Index
(SSIM) of 0.9371. At a noise level of 25, our tests yielded a PSNR of 31.7886 decibels and an SSIM of 0.8876. In addition, at a noise
level of 50, we achieved a Peak Signal-to-Noise Ratio (PSNR) of 27.9063 decibels and a Structural Similarity Index (SSIM) of 0.7754.
The incorporation of Channel Attention, Batch Normalization, and Dropout has been demonstrated to be a crucial element in enhancing
the efficacy of image denoising. The Channel Attention approach enables the model to choose and concentrate on crucial information
inside the image, while Batch Normalization and Dropout techniques provide stability and mitigate overfitting issues throughout the
training process. Our research highlights the effectiveness of these three strategies and emphasizes their integration as a novel way to
address the constraints presented by the scarcity of data in image denoising jobs. This emphasizes the significant potential in creating
dependable and effective image denoising methods when dealing with circumstances when there is a limited dataset.
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1. INTRODUCTION
Image denoising is a long-standing problem that has

been intensively studied for a significant amount of time.
However, it remains a challenging and unresolved task. The
main reason for this is that image denoising, when analyses
from a mathematical perspective, is an inverse problem and
its solution is not unique [1]. Advancements in the field
of Image Denoising have made major advances in tackling
this specific challenge. The task of eliminating noise from
images has been thoroughly examined over a considerable
period, establishing it as a well-known issue. Nevertheless,
despite the extensive research conducted, the task remains
unresolved. The complexity of image denoising arises from
its classification as an inverse problem, which poses chal-
lenges in finding a straightforward solution.

Image noise can occur as a result of sensor defects,
improper memory allocation, image compression, and trans-
mission, leading to a degradation of the accurate inten-
sity distribution of the scene. Denoising is an intricate
process that aims to remove noise from an image while
maintaining its quality and intricate details. The primary

classifications of noise in images include Impulse Noise
(IN) [2][3][4], Additive White Gaussian Noise (AWGN)
[3][4], and Speckle Noise [5][6][7], and Speckle Noise.
There are two types of impulse noise: Salt and Pepper Noise
(SPN) [8][9][10][11] and Random Valued Impulse Noise
(RVIN) [12][13].

Gaussian noise, as described in the references
[1][3][14][15], follows a Gaussian distribution and exhibits
the characteristics of additivity and independence. The
cause of this problem can be traced to three main factors:
amplifier noise, sensor noise, and grain noise. (1) denotes
the presence of noise in an image.

In(i, j) = I(i, j) + n (1)

In equation (1), In represents the image with noise,
where I represents the original image and n represents the
noise present at each pixel [16]. To reduce this noise, one
could utilise several strategies such as spatial filtering, fre-
quency filtering, denoising algorithms, and the application
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of deep learning. The complex structure of deep learning
has resulted in significant advancements by facilitating the
acquisition of complicated features and extracting a larger
volume of information from images [17]. Image denoising
involves many methods that aim to differentiate between
noise and authentic image content. The methodologies can
be broadly categorised into spatial domain methods and
frequency domain methods. The primary goal of spatial
domain techniques is to modify the pixel values of an
image in order to reduce noise. Filters, such as median
filters and Gaussian filters, are commonly employed for
this purpose. These filters analyse the intensity levels of
pixels in a neighbouring region and replace the central pixel
with a computed value. While spatial domain techniques
can successfully reduce certain types of noise, they may
struggle to preserve the complex details of the image.

On the other hand, the frequency domain approach ne-
cessitates the conversion of the image into its individual fre-
quencies, sometimes employing techniques like the Fourier
transform. By manipulating the frequency spectrum of the
image, it is feasible to extract and eliminate noise. Never-
theless, this method may necessitate intricate mathematical
calculations and may lack the user-friendly characteristics
of the spatial domain approach. Furthermore, nearly all
techniques necessitate substantial quantities of data. This
becomes a significant worry if there is an inadequate amount
of computational resources.

This study presents novel techniques for enhancing the
performance of REDNet by incorporating channel attention,
dropout, and batch normalisation. The primary objectives
are to dynamically recalibrate feature importance, mitigate
overfitting, and stabilise the training process. The contribu-
tion of this research is the utilisation of a novel methodology
to address the issue of restricted computing resources and
datasets. The effectiveness and resilience of this approach
are demonstrated by the usage of BSD68 [18].The improved
REDNet [19] not only produces greater noise reduction
outcomes, but also provides useful knowledge about the
deep learning structure for practical image processing as-
signments, hence promoting additional exploration and ad-
vancement in the domain. This paper is structured to offer
a thorough examination of relevant research, outline the
methodology, present findings and analysis, and summarise
future research prospects.

2. RELATED WORKS
REDNet [19] is widely recognised for its unique ar-

chitecture designed for image restoration applications. It
operates using a convolutional neural network structure.
The model utilises convolutional and deconvolutional layers
to address tiny visual disturbances and preserve detailed
features. The utilisation of Encoder-Decoder convolution
layers, in addition to establishing direct connections be-
tween matching layers, enables the seamless transmission
of information from convolutional levels to deconvolutional

layers. This intentional interconnection tackles the inher-
ent difficulty of obtaining visual features from simplified
representations while simultaneously reducing the decline
in performance. This model intentionally utilises down-
sampling in convolution layers and deconvolution in sym-
metric deconvolution layers to improve testing efficiency
while maintaining performance.

MWCNN [20] is distinguished by its innovative design
approach, aiming to provide a seamless integration of
receptive field size and computational efficiency in low-
level vision applications. This model incorporates wavelet
transformations into the U-Net architecture, offering an in-
novative approach to expand and contract subnetworks. The
model comprises contracting and expanding subnetworks,
utilising discrete wavelet transform (DWT) to diminish the
dimensions of the contracting subnetworks. Moreover, it
employs additional convolution layers to reduce the quantity
of feature map channels. The model distinguishes itself
from standard U-Net designs by employing element-wise
addition to combine feature maps from contracting and
expanding subnetworks.

PRIDNet [21] is a sophisticated deep learning model
specifically created to eliminate intricate noise from images
taken in real-world settings. It is highly efficient in cir-
cumstances where denoising is required for blind scenarios
and the characteristics of the noise are unknown. The
architecture comprises three meticulously designed stages:
noise estimation, multi-scale denoising, and feature fusion.
During the noise estimation process, a compact but powerful
five-layer convolutional subnetwork is used to determine
the amount of noise in the input image. This model in-
corporates a vital channel attention module to enhance its
capacity to differentiate noise estimates. The multi-scale
denoising stage employs a pyramid denoising structure to
handle features of various sizes simultaneously. The last
phase of feature fusion involves merging denoised features
from various scales using a kernel selection module, hence
augmenting the model’s denoising efficacy.

SUNet [22] is a distinctive architectural design cre-
ated exclusively for the purpose of image denoising. It
seamlessly integrates the Swin Transformer with the U-Net
infrastructure. The system comprises three primary mod-
ules: Shallow Feature Extraction, U-Net Feature Extraction,
and the Reconstruction Module. The integration of these
components yields highly effective denoising capabilities.
The Shallow Feature Extraction method efficiently handles
the input noisy image by employing 3x3 convolution layers
to merge shallow features that encompass low-frequency
information. The U-Net Feature Extraction use Swin Trans-
former Blocks instead of conventional convolutions to
capture high-level, multi-scale data. The implementation
of Swin Transformer Blocks enhances the extraction of
intricate and meaningful data. The Reconstruction Module
employs 3x3 convolutional layers to reconstruct the image
by using deep features, resulting in an output that is free
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from noise.

NSTBNet [23] model utilises two modified U-net net-
works in parallel to enhance breadth instead of depth,
efficiently maintaining image texture and details. The image
decomposition and reconstruction process in this system
utilises NSST (Non-Subsampled Shearlet Transform) and
its inverse, effectively preventing any loss of information
that may occur from pooling and deconvolution layers.
Dilation convolutions increase the size of the receptive field
to enhance the extraction of fine details. The model is
trained using Mean Squared Error (MSE) loss for denoising
tasks, with a specific emphasis on preserving details and
removing noise.

DBDIP [24] method presents a new technique for reduc-
ing noise in images by utilizing additional information from
two fundamental images created using a Y-Net structure.
At first, the model divides the contracting path of a U-
Net network into two branches to separately extract fea-
tures using convolution and pooling techniques. The two
primary images are produced by these branches and are
subsequently combined using a Y-Net dual-branch fusion
structure. The fusion procedure entails merging characteris-
tics from the two fundamental images using convolution and
up-convolution processes to generate the ultimate denoised
image. The D-DIP model notably employs initial denoised
images obtained via supervised denoising techniques, such
as DAGL and Restormer, to generate the fundamental
images. The D-DIP model intends to efficiently improve
denoising performance by successfully utilizing compli-
mentary information from these images.

DDT [25] is an advanced neural network specifically
developed for the purpose of image denoising. It utilises
a distinctive architecture that effectively combines local
and global data in a simultaneous manner. The model
utilises deformable attention methods to selectively con-
centrate on important parts in the image, hence minimising
superfluous computations and enhancing overall efficiency.
The model effectively manages high-resolution images with
linear computational complexity by partitioning incoming
images into patches and processing them through dual-
branch deformable attention blocks. The utilisation of this
approach enables efficient reduction of noise and improves
the ability to restore images, establishing the model as a
highly promising option for jobs involving the removal of
image noise. The results obtained from analysing the model
under study are presented in Table I.

3. METHODS
A. Dataset

We utilise the BSD68 [18] dataset, which is a subset of
the BSD 100 (Berkeley Segmentation Dataset and Bench-
mark). This collection comprises 68 images encompassing
architectural structures, wildlife, persons, and natural set-
tings. For the objectives of this research, the dataset was
divided into 40 training, 14 testing, and 14 validation sets.

The study utilised images with noise levels of 15, 25, and
50. With the scarcity of image data, our objective was to
find a model that can successfully address this issue and
deliver images of superior quality.

B. Data Preprocessing
During this stage, we undertake the preparation phase,

which consists of three steps: storing the image in memory,
producing TensorFlow data, and forming the append list.
Initially, we extract and process a collection of image
files from the training, testing, and validation directories,
transforming them into the RGB colour format and resizing
them to a resolution of 256x256 pixels.

Next, we construct a TensorFlow Dataset by utilising in-
put images and labels. We then arrange the data in a specific
order and implement augmentation techniques. The training
data is diversified by incorporating various augmentation
techniques such as flipping in different directions (up, down,
left, right), rotating from 0 to 360 degrees, and adjusting
hue, brightness, saturation, and contrast.

After that, a specific group of the augmentation func-
tions is employed to create three data generators for the
training, testing, and validation datasets. This generator
incorporates augmentation techniques during the training
process to enhance the model’s ability to handle variations
in input data.

C. Proposed Model
The ReLU activation function is utilised in both the con-

volution and deconvolution layers of the proposed model.
The choice of ReLU (Rectified Linear Unit) was based on
its simplicity and effectiveness in accelerating training and
mitigating the vanishing gradient problem. Furthermore, we
opted for the MSE (Mean Squared Error) loss function
to minimise the disparity between the restored image and
the initial image. MSE is frequently selected for image
restoration jobs due to its ability to enable the model to
focus on the disparity in pixel intensity between the restored
image and the original image.

During the training process, we employ the Adam
optimizer technique to modify the weights and minimise
the loss value. Adam’s optimizer is frequently successful in
locating a local minimum point within the parameter space.
The sequence of stages in this model, starting with the input
and ending at the final stage, is as follows:

• Input Layer: The input layer receives a image with
specified dimensions.

• Convolution Layer: We employ a sequence of con-
volutional layers enhanced by Channel Attention,
Batch Normalisation, and Dropout to extract signif-
icant features from the image. Batch Normalisation
is applied after each convolution layer to accelerate
convergence, whereas ReLU is used as the activation
function.
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TABLE I. Analysing the constraints of model variation in Image Denoising.

Methods Limitation

REDNet[19] Overfitting could be a concern with such a deep architecture, necessitating careful
regularization techniques.

MWCNN[20] Slower in terms of speed compared to some methods due to model complexity.

PRIDNet[21] The incorporation of multiple stages and mechanisms may increase the computational
complexity of PRIDNet, potentially impacting its efficiency during inference.

SUNet[22] Implementing and training a model like SUNet may require substantial computational
resources and expertise due to its architecture complexity.

NSTBNet[23] The use of very large datasets results in huge computational efficiency and resources.

DBDIP[24]

The Dual-branch Deep Image Prior model has a higher implementation complexity
compared to the original DIP method, requiring more computational resources due to its
dual-branch structure. The running time of the DBDIP method is longer than the original
DIP method because of its iterative nature and more complex architecture.

DDT[25] Despite efforts to reduce computational costs, the model may still require significant
resources for training and inference.

Figure 1. Architecture

Figure 2. Channel Attention Module

• Deconvolution Layer: After the convolution layer, we
use a sequence of deconvolution layers to generate
an output image that has the same dimensions as
the input. The purpose of the deconvolution layers

is to restore the information that was lost during the
convolution process.

• Residual Connections: Residual connections are em-
ployed to expedite the training process and mitigate
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TABLE II. ARCHITECTURE DETAIL

Layer Output Shape Description
Input Layer (256, 256, 3) X1

Convolution Layer (256, 256, 256)

X5
Batch Normalization (256, 256, 256)

Activation (256, 256, 256)

Channel Attention (256, 256, 256)

Dropout (256, 256, 256)

Deconvolution Layer (256, 256, 256) X5

Final Deconvolution Layer (256, 256, 3) X1

Final Add (256, 256, 3) X1

Figure 3. Block Diagram

TABLE III. THE RESULT OF NEW METHODS PERFORMANCE IN PSNR AND SSIM

Method
σ = 15 σ = 25 σ = 50
PSNR SSIM PSNR SSIM PSNR SSIM

REDNet [19] 32.6284 0.8843 29.6832 0.8483 26.6769 0.7470

MWCNN [20] 30.5043 0.8836 27.8058 0.7678 25.5968 0.6323

PRIDNet [21] 32.5955 0.8951 28.4842 0.8308 25.6192 0.7157

SUNet [22] 31.9932 0.9050 29.4074 0.809 25.3035 0.681

ours 34.9858 0.9371 31.7886 0.8876 27.9063 0.7754

substantial information loss during backward propa-
gation. Residual connections link the output of the
convolution layer to the output of the deconvolution
layer.

• Output Layer: The output layer merges the input
image and the deconvolved image using an addition

function. The outcome is the ultimate restored image,
which is a fusion of the original image and the
restored image.

The proposed model, as shown in Table II and depicted
in Figure 1, showcases the effectiveness of our method in
tackling the difficulties associated with image denoising.
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This can be attributed to the impact of the Channel Attention
Module, which recalibrates the importance of the input
noise characteristics based on channel significance. The first
phase consists of obtaining global information from the
input feature map by employing Global Average Pooling
(GAP). This technique enables the creation of channel
descriptors by aggregating information from the full fea-
ture map. Afterwards, the channel descriptors are inputted
into two fully connected (FC) layers and then processed
with a sigmoid activation function. This process yields
recalibration weights that are then employed to precisely
scale the input feature map. Multiplying the input feature
map with recalibration weights discretely prioritises key
channels and eliminates less relevant channels. This enables
the network to adaptively modify the connections between
feature channels, hence enhancing the efficiency of noise
reduction in the process of removing image noise. Figure 2
provides a visualisation of the Channel attention layer.The
block diagram of the process can be seen in Figure 3.

D. Evaluation
This study employed well-established criteria, namely

Peak Signal-to-Noise Ratio (PSNR) and Structural Simi-
larity Index (SSIM), to objectively evaluate the efficacy
of denoising algorithms. PSNR is a widely used metric
in image processing that assesses the quality of denoised
image by comparing the maximum power of the signal
to the size of the noise impacting it. The PSNR formula,
denoted by (2), computes the logarithmic ratio between
the squared maximum pixel value (MAX) and the Mean
Squared Error (MSE) of the original and denoised image.
PSNR measures the level of noise relative to the target
signal, where higher PSNR values indicate superior image
fidelity.

PS NR = 10log10(
MAX2

MS E
) (2)

The Mean Squared Error (MSE) is a crucial factor in the
computation of the Peak Signal-to-Noise Ratio (PSNR). It
quantifies the average squared difference between matching
pixels in the original and denoised image. It quantifies the
reconstruction error, which reflects the degree of similar-
ity between the denoised image and the original image.
The Mean Squared Error (MSE) formula, denoted by (3),
calculates the sum of the squared differences between
corresponding pixels in the original image Ioriginal and the
denoised image Idenoised. This sum is then divided by the
total number of pixels (N).

MS E =
1
n

N∑
i=1

(Ioriginal − Idenoised)2 (3)

Conversely, SSIM offers a perceptual measure for eval-
uating the similarity of images by considering factors such
as brightness, contrast, and structure. The SSIM formula,

represented by (4), computes the similarity index by com-
paring the local pixel intensity patterns of the original (x)
and denoised (y) images. The variables µx, µy, σx, and
σy denote the average values and standard deviations of
pixel intensities and their cross-covariance, respectively.
The SSIM formula incorporates constants C1 and C2 to
provide numerical stability and account for variations in
signal scale.

S S IM(x, y) =
(2µxµy +C1)(2σxy +C2)

(µ2
x + µ

2
y +C1)(σ2

x + σ
2
y +C2)

(4)

These measurements give vital insights into the success
of denoising algorithms, providing a thorough assessment
framework for analyzing performance and directing future
improvements. PSNR and SSIM not only measure the
objective quality of a image, but also assess its perceptual
similarity. This helps in comprehensively evaluating the
effectiveness of denoising techniques and in advancing
image processing technology.

4. RESULT AND DISCUSSION
This section provides the outcomes of assessing a de-

noising model specifically designed to tackle image degra-
dation caused by Gaussian noise. The model we pro-
pose integrates the REDNet architecture with an Attention
Channel Module and incorporates Batch Normalization and
Dropout methods. The evaluation centers on the model’s
performance across different degrees of noise intensity,
represented by the parameter σ (standard deviation).

Table II presents a thorough overview of the model’s
performance metrics, encompassing Peak Signal-to-Noise
Ratio (PSNR) and Structural Similarity Index (SSIM). Sig-
nificantly, the suggested approach consistently surpasses
previous denoising algorithms across various degrees of
noise. At a standard deviation (σ) of 15, the model has
outstanding performance in terms of Peak Signal-to-Noise
Ratio (PSNR), suggesting its capability to maintain visual
quality even when subjected to relatively low levels of noise.
As the noise levels climb to σ = 25 and σ = 50, the
model consistently demonstrates its superiority by achieving
higher PSNR values. This highlights its ability to effectively
manage increasing noise intensities and generating images
that are cleaner and more detailed.

The suggested model obtains a Peak Signal-to-Noise Ra-
tio (PSNR) of 34.9858 decibels and a Structural Similarity
Index (SSIM) of 0.9371 at a standard deviation (σ) of 15.
When the value of σ is 25, the Peak Signal-to-Noise Ratio
(PSNR) is 31.7886 decibels, and the Structural Similarity
Index (SSIM) is 0.8876. At a standard deviation (σ) of
50, the Peak Signal-to-Noise Ratio (PSNR) is 27.9063
decibels (dB), and the Structural Similarity Index (SSIM)
is 0.7754. The findings demonstrate the exceptional efficacy
of our suggested approach in removing noise from images
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Figure 4. Result on σ 15

Figure 5. Result on σ 25

Figure 6. Result on σ 50

at different degrees of noise intensity.

The significant improvement observed in the perfor-
mance of our model may be due to the intentional inte-
gration of three crucial components: the Attention Channel

Module, Batch Normalization, and Dropout techniques. The
Attention Channel Module is essential for preserving image
quality at different levels of noise intensity, as seen by
the constant rise in PSNR values. This module enhances
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Figure 7. Result on σ 15

Figure 8. Result on σ 25

Figure 9. Result on σ 50

the model’s ability to prioritize crucial information in the
image, reducing the impact of noise on less essential
channels and enhancing the clarity of depicted features.
In addition, the use of Batch Normalization promotes

stability during the training process, speeds up the rate
at which the model learns, and assures a dependable and
consistent representation of features even when the level
of noise varies. Similarly, the incorporation of Dropout
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strategies greatly decreases overfitting, allowing the model
to efficiently generalize to test data, even in situations with
varying amounts of noise.

Figures 4, 5, 6, 7, 8, and 9 give visual evidence of
the model’s exceptional ability to maintain detailed features
and clarity in the presence of noise, thereby enhancing
understanding. The results clearly demonstrate the effi-
cacy of our proposed model in comparison to previous
denoising techniques, highlighting its capacity to greatly
enhance image quality across all levels of noise. Our model
demonstrates significant enhancements in denoising effec-
tiveness when compared to baseline models like REDNet,
MWCNN, PRIDNet, and SUNet. This is evident by the
increased PSNR and SSIM values attained across various
noise intensities.

Specifically, Figure 4 demonstrates the enhanced visual
quality of our model, achieving a PSNR (Peak Signal-to-
Noise Ratio) of 34.3748 and SSIM (Structural Similarity
Index) of 0.94 when subjected to a noise level of 15. Figure
5 shows that our model is effective, achieving a PSNR of
31.1618 and SSIM of 0.8852 at a noise level of 25. Figure
6 exhibits its performance with a PSNR of 27.3008 and
SSIM of 0.7857 at a noise level of 50. Furthermore, Figures
7,8, and 9 provide additional evidence of the exceptional
performance of our model across a broader spectrum of
noise levels, as indicated by the corresponding PSNR values
of 36.1657, 33.1994, and 30.0704, and SSIM values of
0.9189, 0.87, and 0.7877.

The thorough assessment, supported by visual proof
and quantitative measurements, confirms the substantial
progress made by our suggested denoising method. The
combination of the Attention Channel Module, Batch Nor-
malization, and Dropout techniques results in a very effec-
tive model for various denoising image processing tasks.
This section highlights not only the quantitative perfor-
mance evaluated by PSNR and SSIM, but also underlines
the crucial significance of the Attention Channel Module
in generating excellent denoising results. In summary, the
findings demonstrate a significant improvement in image
quality using the suggested denoising model, which further
confirms its effectiveness in real-world scenarios.

5. CONCLUSION AND FUTURE WORKS
Our research aims to address the complex task of

regulating different levels of noise severity in photographic
images using sophisticated image denoising algorithms. In
order to tackle this difficulty, we suggest a new denois-
ing model that incorporates advanced approaches such as
the Channel Attention Module, Batch Normalization, and
Dropout procedures. The combination of these components
works together to improve the model’s performance and
durability, resulting in better denoising results.

The Channel Attention Module significantly improves
the model’s capacity to adapt to varying levels of noise

by selectively emphasizing important visual attributes and
reducing the influence of noise on less relevant elements.
The selective attention method efficiently amplifies the
distinctness of characteristics in denoised images, therefore
enhancing the overall quality of the image. Furthermore,
Batch Normalization guarantees robust model training by
standardizing activations across the network, promoting
quicker convergence and maintaining consistent feature
representations across different levels of noise. Moreover,
the use of Dropout regularization improves the model’s
resilience by reducing overfitting and boosting its ability
to generalize, especially in situations with varying degrees
of noise.

The model we present has exceptional performance and
robustness over a wide range of noise levels, outperforming
earlier methods for denoising. At a standard deviation (σ)
of 15, the model demonstrates a peak signal-to-noise ratio
(PSNR) of 34.9858 decibels (dB) and a structural similar-
ity index (SSIM) of 0.9371. These results emphasize the
model’s remarkable capability to maintain image quality,
even when subjected to relatively low levels of noise. As
the noise levels increase to σ = 25 and σ = 50, the model
continually surpasses other methods by reaching higher
PSNR values, demonstrating its ability to efficiently handle
increasing noise intensities and provide clearer and more
detailed images.

This thorough assessment highlights the effectiveness
and importance of our proposed denoising approach, pro-
viding significant insights into its superiority compared to
existing techniques. The careful incorporation of sophisti-
cated approaches and procedures not only improves the per-
formance of denoising but also establishes the foundation
for future improvements in image denoising research and
applications.

Recommendations for future research include acquiring
a more profound comprehension of this obstacle through
the examination of alternate approaches apart from Channel
Attention. Furthermore, it is important to take into account
the utilisation of pruning or quantization methods to de-
crease the intricacy of the model while maintaining the
quality of denoising. Enhancing computing efficiency in
denoising models is a significant research objective, which
necessitates the advancement of more effective learning
algorithms. Therefore, it is anticipated that this endeavour
can facilitate the progress of denoising models that are more
efficient and can be feasibly deployed in diverse settings.
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