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Abstract: There is an increasing need for distress emotion acknowledgement and channeling the same is very important. There is an 
increasing need for machines to understand human and their complex emotions deeply. This research describes a unique framework 
for emotion detection that helps brain-computer interface/machine (BCI) to understand human emotions and brain complexity and 
working using multi-channel electroencephalograms (EEG). We have employed two datasets in our work, Database for Emotion 

Recognition Through EEG and ECG Signals from Wireless Low-Cost Off-the-Shelf Devices (DREAMER) and dataset for emotion 
analysis using EEG, physiological and video signals (DEAP) for LSTM model implementation and validation respectively. A linear 
model is considered for EEG signal mixing and an emotion timing model comprise the framework. Leveraging the contextual 
correlations within EEG feature sequences, our proposed methodology effectively recovers EEG source signals from the obtained EEG 
signals, thereby improving the accuracy rate of classification. Also, stress bins were set up for individual users to assess their degree 
of stress and calmness following exposure to external stimuli. DEAP dataset using LSTM framework was enforced for emotion 
recognition, and mean recognition accuracy using area under curve as evaluation matrix for valance and arousal was 82.02% and 
76.52% respectively, validating competence of framework. Novelty of our work is it improved competency in feature extraction, use 

of context correlations increasing accuracy and use of spatio-temporal features in the proposed model framework. 

Keywords: Electroencephalogram (EEG), Distress Emotions, Emotion Detection, OpenBCI, Stack Auto Encoder, LSTM, fully 
connected network. 

1. INTRODUCTION

In our contemporary, material-driven society, the 
importance of emotional intelligence is widely recognized, 
especially amid the reflective period of the ongoing 
pandemic. This challenging era has subjected many 
individuals to various extremes on the emotional spectrum, 
ranging from heightened anxiety to instances of suicide and 
an increased prevalence of depression [1]. In recent epochs, 
there has been a growing realization of the pivotal role that 
mental or psychological health plays in advancing global 
developmental aspirations. Evidently, despondency 
emerges as a substantial contributor to incapacitation. 

The prima-facie of this paper is to find cause-effect 
relationship between eustress and distress emotion using 
EEG signal and spatio-temporal data to develop a stress bin 
empirically and scientifically. Objective and significance 
of our work is further articulated in detail in section 1 Aims 
and Our Contribution section. 

These are the following statistics of mental health 
issues in recent years for various age groups and sex 
through graphs and charts.  

Figure 1 shows how mental health in kids and teenagers 
in 5-16 years of age has worsened. The graph shows 

percentage of children in England with potential mental 

health concerns by age group. The graph shows percentage 

by year, of 2017 and 2020, grouped by age 5-10 and 11-16 

and sex, distinguished by color blue and pink for respective 

year. There was 6.4% and 3.8% hike in percentage of 

deteriorating mental health from 2017 to 2020 in boys and 

girls respectively in 5–10-year age. While 4.1% and 6.2% 

in the ages 11-16 years respectively. 

Figure 1. Percentage of children in England with potential mental health 

concerns by age group [2] 
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     Figure 2 shows almost 16% of adults exhibit 

symptoms of depression. In this graph citizens of England 

and Wales are divided by the age group of 16-39, 40-69,70 

and above age.  The graph concludes students and adults of 

age group 16-39 are overly depressed and there was a major 

push through from 10.9% in 2017 to 31% in 2020. Also, 

elderly people able 70 have great depression which hiked 

from 5% to 10.3% in 2020. 

Figure 2. Percentage of adults exhibiting symptoms of depression 

divided by age group [2] 

     We can conclude from the graph of Figure 3 that the 

regular feelings and emotions concerns us the most which 

goes unnoticed by people, like being alone, feeling burden, 
stress or anxiety, relationships. People need to be aware 

and acknowledged of the mental issues which they are 

facing before it reaches to that threshold that requires 

professional help, which we think they should definitely 

do. Our purpose is to detect the stress beforehand and 

suggest them (the user/participant) to perform activities 

that causes eustress i.e., happy and calm emotion, even if 

they are in their own company.   

Figure 3. Impact and causes of mental illness [2] 

     The recent statistics for mental health problems in 

United States in Figure 4 highlighting depression and are 

hopeless (42%) in the Gen Z (Z Generation People) and 

18% people are suicidal. Other generations and age groups 

are also dealing with severe mental health problems or 

know people who are suffering from one. As we compare 

it with Figure 6 which is data based on year 2019-2020 

when COVID-19 hit us, we can conclude from this 

comparison between Figure 4 and 6 that mental health is 

not completely depended on COVID-19 or Movement 
Control Order (MCO). 

     The domains of BCI and medical diagnostics are 

becoming more and more prominent due to the increased 
focus on EEG signal processing [3]. Emotions may reveal 

details about a person's habits, behavior, interests, and 

even health. Automation can benefit from human emotion 

recognition to improve the robustness of brain-computer 

interfaces while also supporting them with action 

processing and social cognition. As a result, development 

on EEG-based automated Emotion recognition is essential 

for neurological devices such as computers and robots 

because it allows them to interpret people's interacting 

motives and emotions using wirelessly received EEG  [4]. 

Figure 4. Recent statistics for mental health [5]

     EEG signals is composure of source signal and other 

redundancies which we can call noise. A standard EEG 

equipment consists of numerous electrodes capable of 

recording data in both time (temporal) and space (spatial). 

After successful extraction of required EEG signal, 

researchers concluded that the spatial and temporal data of 

signal is also key information.  We will look into this in 

further sections of this paper.  

A. Aim

Aim of this study is to detect distress emotion mostly,

create stress bins and train our model on that data. 

Significance of this work is to be able to distinguish 

between eustress and distress emotions, its prima-facie 

factors and cause-effect relationship between them. 

Though with today’s weak AI we cannot predict the 

temporal behavior of humans, but we might be able to find 

the root cause. The purpose of this study is very crucial 
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and its untapped potential for future research work can 

really help in understanding human emotions 

neurologically and empirically; thus, we want to 

contribute in it.  

 

B. Background Motivation 

 

 With 'N' number of thoughts processing in real time, 

influencing us vividly, we never realise on what point of 

time we might be ailing from what psychological disorder. 

People already have low Emotional Quotient (EQ), but 

often are unable to recognise it, which is necessary, at the 

same time complex. To cut short, stress has 2 types: 

eustress (is positive one, can lead to a personal healthy 

growth) & distress (the negative one, which affects our 
persona as well). Distress must be dealt adequately, since 

depression and disorders of mood, anxiety and stress are 

ever rising in human history. Following Figure 5 depicts 

the anxiety and/or depressive conditions in the USA in 

2019-20. 

 
Figure 5. Proportion of anxiety and/or depressive conditions in the 

United States [2] 

 

C. Our Contribution 

To investigate and categorize distress emotions using 

EEG signals and develop a stress bin for user to detect the 

stress level or calmness they experience under external 

stimuli. Also, constructing a neural network model to train 

on such very extreme high and low valance and arousal 
levels and detect the targeted emotion. We also keep a goal 

to use spatio-temporal signal data for model development.  

 

The further work in Section 2 explains inspired works 

from different authors in our domain. Section 3 includes 

methodology and flowcharts explaining our work, 4 

discusses the results, discussion and limitations around our 

study and finally 5 have future work and conclusion. 

2. RELATED WORKS 

       Research study addresses multiple research initiatives 

linked to emotion recognition using different 

physiological signals such as EEG, Electrocardiogram 

(ECG), skin temperature (SKT), etc. [6]. The studies 

utilized machine learning algorithms such as Gaussian 
Mixture Model (GMM), clustering algorithms like K 

means, Machine learning classifiers like the support vector 

machine, and artificial neural networks like ELM’s 

(Extreme learning machine) [7] to classify emotional EEG 

data into different categories. The research also involved 

pre-processing techniques such as bandpass filtering, 

Welch period technique, Digital Signal Processing (DSP), 

Power Spectral Density, Wavelet Decomposition and 

transforms, and Hjorth Parameter for extracting feature 

vectors from filtered EEG data [8]. 

 
The datasets used in the studies include MAHNOB-

HCI, DEAP, SJTU Emotion EEG Dataset (SEED), 

DREAMER, and WeDea.  

 

WeDea constitutes a diverse dataset gathered as thirty 

participants viewed 79 brief video clips, each designed to 

elicit distinct emotions. The data acquisition involved the 

utilization of a portable headgear device. Pre-processing 

techniques were used to reduce artifacts from the data. The 

studies achieved classification accuracy ranging from 

50.7% to 100% using various machine learning algorithms 

and feature extraction methods. 
 

In Brain-IoT-based inspired study [9], an EEG headset, 

a mobile application, a ThingSpeak database, a heart rate 

variability sensor, and a galvanic skin reaction (GSR) 

sensor were used to detect and alleviate negative emotions 

[3]. Researchers analyzed EEG, heart rate variability 

sensor, and a galvanic skin reaction sensor to detect 

emotions and a mobile application to play a movie to 

evoke positive emotions. The to compute metrics like 

arousal and valence they used MathWorks MATLAB for 

coding using pre-processed data, which are then submitted 
to a database. The study also found that including inertial 

sensing data in the data given to classifiers increased 

classification accuracy, with Distributed Random Forest 

achieving the highest accuracy of 82.49%. The 

investigators reach the conclusion that Brain-IoT has the 

potential to be employed in crafting a system capable of 

transforming adverse emotions into positive sentiments. 

 

Xiang Li’s, 2018 paper on exploring cross-subject 

emotion recognition, they want to do a more thorough 

examination into identifying cross-subject emotions using 
brain imaging data from 18 various types of linear and 

non-linear EEG data characteristics [10]. They used DEAP 

and SEED dataset to test the effectiveness of these 

features. Using Automatic feature selection method and 

Support Vector Machine (SVM) classifier they achieved 

highest accuracy of 59.06% and 83.33% with DEAP and  
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SEED datasets respectively [10]. They also concluded that 

compared to the other features Hjorth parameter achieved 

the best mean recognition accuracy and various other 

comparisons and observations have been made in different 

features. 

Figure 6. Statistic of mental health [2] 

 

Xiang Li’s further research in this domain in 2020 [11] 

using latent factor decoding hypothesize that in emotion 

processes, there are subject-specific default brain 

variables. They propose an unsupervised model such as 

variational auto encoder (VAE) that extract latent factors 

and using the decoded latent factor sequences, Long Short-

Term memory (LSTM)-sequence-model is used for 

mining emotion-related information [11]. This model was 

validated using two multichannel datasets, DEAP and 

SEED, and the results were compared with the 

autoencoder approach and independent component 
analysis. They achieved superior recognition performance 

on the VAE-decoded latent factors and it can also detect 

hidden state space of brain and was able to determine 

depression, Alzheimer, brain impairment, etc.  

 

Z. Khalili and M. H. Moradi’s study on emotion 

recognition using correlation dimension proposed a 

multimodal fusion for emotion detection using fusion 

between brain signals and peripheral signals [12]. EEG 

signals, Galvanic Skin Response (GSR), body warmth, BP 

and breathing  were input and were acquired based on 
valance and arousal levels to be positive, negative or calm. 

A most influential non-linear feature, correlation 

dimension is used to improve the results of extracted 

feature. Extracted features are divided into 3 different 

feature set of peripheral signals, EEG signals and a set 

containing both and all these sets are evaluated using 

pattern recognition technique the Quadratic Discriminant 

Classifier. They concluded that EEG signals perform 

better with 66.66% highest and can be improved to 

76.66% using correlation dimension but results of EEG 

and peripheral signals together are more robust compared 

to single results. 

       Guillaume Chanel’s assessment [13] of using these 

signals adapts game difficulty level according to player’s 

emotion through EEG signals to maintain engagement of 

player. They have extracted signals from players engaging 

themselves in a game with 3 different complexity levels 

experiencing variety of emotions but it was observed that 

they experience boredom when playing a difficulty level 

several times. They built and trained classifiers to detect 

the emotion classes. Easy level has low arousal and 

pleasure which is boredom, medium has higher arousal 
and pleasure and amusement, and hard associates with 

high pressure and arousal but low arousal which is anxiety. 

Figure 7 shows player’s automatic adaption to emotional 

reaction, where 3 different kind of arrow shows change in 

competence and difficulty level and bold arrow shows 

automatic adaption. They used fast correlation-based filter 

(FCBF) and Analysis of variance (ANOVA) for peripheral 

and EEG signal and got result of 59% and 56 % 

respectively [23]. But accuracy obtained after fusion of 

both signals increased result to 63%. 

  
It was also analyzed that EEG features were more 

robust for short term assessment for emotions. 

 

 

 

 

 

 

 

 

 
 

 

 

 

 
   

 

 

 

 Figure 7. Automatic adaptation to emotional reactions [13] 

 

      Raja Majid Mehmood, in 2022, proposed a method to 

achieve emotion recognition using Hjorth-activity      

covers research gap of employing a few emotions class or 

large feature set using objective of Hjorth-feature [14]. 

This emotion recognition model overcome their research 

gap and traverses more in valance-arousal domain to 

provide variety of emotion class. They have employed 
datasets such as DEAP, SEED-IV, DREAMER, 

SELEMO, and ASCERTAIN and for feature extraction 

they have use Hjorth’s parameters and extracted features 

with minimum error rate. Models utilized for comparative 

analysis are machine and deep learning, voting ensemble, 

and tree algorithms, like random forest and decision tree. 

The average accuracy was 69%, 76%, 85%, 59%, and 87% 

in the respective sequence of datasets. 
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       Hybrid model combining fuzzy cognitive maps 
(FCM) and SVM Classifier is used in paper [15]. A 

method for emotional response classification using a 

combination of FCM and SVM classifiers is employed, 

sophisticated DSP techniques such as CS, Furrier 

transform, and Local Binary Pattern (LBP) are used to 

simplify data and retrieve characteristics for emotional 

response classification [3]. The characteristics extracted 

are fed into the SVM classifier and undergo adjustment 

through a defuzzification technique. The resultant output 

involves a hidden layer with seven nodes, achieving 

stability upon convergence. Employing the defuzzification 
approach, the values of nodes on the "NNP" (Negative 

Neutral Positive) plane are tuned. This methodology is 

applied to streamline the data and distill the key features 

of emotional responses.  

       

       Another paper proposes a fully connected neural 

network (FCNN) called E2ENNet for emotional BCI that 

can recognize emotions directly from EEG signals [16]. 

The proposed E2ENNet comprises of three components: 

feature extraction, channel attention, and emotion 

classification. The feature extraction component uses 

convolutional neural network (CNN) to extract spatial and 
temporal features from the input EEG signals [16]. The 

channel attention component applies method to choose 

important features from several EEG channels to improve 

the model's interpretability and generalization capability 

[16]. Finally, to categorize emotions based on the given 

features, the emotion classification component employs a 

FCNN [17]. The E2ENNet is tested on the DEAP data and 

compared to other techniques [18]. The outcomes reveal 

that E2ENNet surpasses previous approaches in evaluation 

matrix in regards of accuracy, F1 score, and area under the 

curve [19]. The proposed channel attention mechanism 
also provides insights into the importance of different EEG 

channels in recognizing emotions. The study highlights the 

potential of the proposed E2ENNet for real-time 

emotional BCI applications. The end-to-end nature of the 

network allows efficient processing of EEG signals, 

eliminating the need for manual feature engineering. The 
attention mechanism also provides interpretable insights 

into the decision-making process of the model. Future 

research can explore the generalizability of the proposed 

approach across different emotional states and individuals 

with different EEG signal characteristics. 

 

       The recent 2023 paper, summarized the characteristics 

of emotional tendencies among different demographic 

groups of museum visitors under digital/technological 

external environment [20]. For digital emotional 

experience they used EEG data and PAD model 
(Psychological model based on Pleasure, Arousal and 

Dominance). Classification of model was done using 

linear, polynomial kernel and Gaussian kernel SVM and 

got success rates of 73%, 72.4%, 72.4% respectively in 

quasi-experimental setting [20]. The emotional features of 

museum visitors are analyzed using digital emotional 

experience assessment, and the results show that negative 

feelings are typically displayed in reaction to the digital 

materials' subject. Future research suggested increasing 

sample size, exploring different emotions and additional 

brain signal for employing other models than SVM.   

 
       Significance of all the studied works using different 

models and feature extraction method of machine learning 

and deep learning domains, using different physiological 

signals in few papers and mapping them with ML models, 

studying different application uses such as game play, 

museum visiting give us a spectrum of use cases and 

improvement opportunities. Limitation of few of the 

works were using basic ML methodology giving 

comparatively higher results than variant technologies 

experiment in rest other work using automatic feature 

selection, quadratic discriminant classifier, Hjorth-feature 
still giving accuracy of 59.06%, 66.66% , 69% accuracy 

respectively. Using different methods like fast correlation-

based filter (FCBF) and Analysis of variance (ANOVA) 

for peripheral and EEG signal and got result of 59% and 

56 % respectively, fusion of signals got 63%. There are 
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many limitations to their work mainly being not enough 

sample space and not utilizing enough physiological 

methods. Using VAE got similar approach to us that 

extract latent factors. They used 2 approaches independent 

and VAE approach and VAE can also detect hidden state 

of brain which is limitation from our end. Significance of 

our work is we are using similar encoder named stacked 

auto encoder is deriving EEG channel correlations from 

source, using linear mixing model to emulate the timing of 

emotions and improved computational efficiency for 
better result. 

 

A. Research Gap 

Augment the quantity of EEG signals pertaining to  

emotions and explore more effective feature extraction 
methods and optimize the current methods. The studied 

researches were unable to categorize all distress emotions 

with precision and was just dealing majorly with basic 

emotion palette. No use of Spatial and temporal data of 

EEG features was seen in literature review. 

 

3. METHODOLOGY 

       Figure 8 shows the brief architecture of our model 

while Figure 10 is framework design of our work 

comprising of linear mixing model for signal 

decomposition, feature extraction and digital processing, 

and LSTM model for emotion classification. 
 

      In this section the main contribution is employing 

LMM with stacked auto encoder, timing emotions 

precisely using LSTM model resulting in improved 

computational efficiency in emotion detection. Data used 

in this study is DREAMER dataset and for further 

validation we used DEAP dataset which are available for 

research purposes. Figure 10 further helps in better 

understanding of our framework. Briefly explaining the 

framework in Figure 10, concepts related to emotion 

detection in neural networks and signal processing are 
visualized in this figure. The auto encoder helps with 

dimensionality reduction and unsupervised learning, while 

the linear mixing model merges sources for a mixed signal. 

Frequency Bands classify signals, and the Hanning 

Window minimizes spectrum leakage. Signal intensity is 

quantified using feature band power, and the power 

content to frequency ratio is represented by power 

spectrum density. Power Spectral Density is calculated 

using the Welch Method, and LSTM is a recurrent neural 

network that handles time-dependent data in emotion 

detection models. 

 
       The details of how it is achieved is described step by 

step further in this section. 

 

A. Data Acquisition  

 Collect EEG Signal 
 

We acquired the multi-modal DREAMER dataset  

from zendo [21] in aspects of valence, arousal, and 

dominance for physiological signals recorded with audio- 

visual stimuli for 25 participants using electrodes [22]. For 

EEG and ECG, the Emotiv EPOC wireless EEG headset 

and the Shimmer2 ECG sensor were used [22]. These 

wireless wearables are easily adaptable to regular use. 

Figure 9 shows details considered for collecting data for 

DREAMER dataset. 

Figure 9. DREAMER dataset details 

 

B. Pre-processing 

 Linear Mixing Model (LMM) 
 

 

 

The EEG signals obtained are a blend of source 

signals. Other studies and research presented the LMM, 

which is extensively used in medical fields, to stimulate 

the mixing process. The aim is to design an encoder that 
will recover the source signals from the acquired data. For 

optimization, an auto-encoder with numerous layers, 

known as a stacked autoencoder, is utilized. The purpose 

of building LMM based on auto encoder is because LMM 

and auto encoder have comparable expressions for linear 

activation function. Mini-batch-gradient-descent (MB-

GD) was used to step up this technique and boost it while 

training LMM [23]. MB-GD randomly selected small 

chunks of data records to compute the loss gradient at 

every step, resulting in an impressive convergence speed 

and processing efficiency. The loss function used was 
mean square error (MSE). The model is then validated by 

feeding the training data into it and determining the 

corrected R-squared between the test and generated data. 

When the modified R-square surpassed 0.9, it signified 

that our model's encoder nearly maintained all of the 

information from the raw EEG signals. It accurately 

depicted the EEG source signals, demonstrating the 

effectiveness of the decomposition process. 

 

C. Feature Equation 

 Frequency Band Power Extraction 
 

 
 

To streamline signal processing on these signals, they 

are consistently partitioned into brief time frames, with an 

underlying assumption of signal stationarity [24]. Where 

the EEG source signals are divided into 125 frames of data 
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by using a 1-second window is split into two parts with 

50% of the window being overlapped [23]. Although we 

tried different window sizes, we selected the specified one 

because we can collect more data by overlapping the 1s 

frames rather than 2s, 3s or 5s since neural network 

requires more data for better training. Following the 

separation of the signal into frames, the EEG-based 

features from each frame are identified and arranged into 

an array. Eventually, EEG feature array containing 125-

frames are acquired. 

 
EEG signals are classified into five frequency bands 

based on their frequency range from low to high:  Delta 

(), theta (), alpha (α), beta (β), and gamma (γ) are the 

frequency bands ranging from 0.5 to 50 Hz respectively 

[23]. For reducing ripple each EEG channel was given the 

Hanning window to determine frequency spectrum of 

original signal and welch period was used for the power 

spectral density (PSD) [17]. In our investigation, four 

frequency band powers (FBP) of these EEG signals were  

chosen. The lowest band power of frequency range is 

ignored our experiment because delta band is associated 

with deep sleep or unconsciousness. Data segmentation 

and FBP extraction was also carried out using Hanning 
window, resulting in low spectrum leakage [23]. 

 

       For inter-channel correlations, the Pearson correlation 

coefficient (PCC) is used linearly to measure correlation 

between the two signals. One of the frame signals is 

chosen as the reference signal, and the PCC between 

reference and frame signals may be determined using (1) 

[25] as shown in Figure 11. 

 

  (1) 

 

 

 

Figure 11. PCC for inter channel correlations 
  

In this step, stress bins were set up for individual users to 
assess their degree of stress and calmness following 

exposure to external stimuli.  We created new data frames 

for participant affecting factors like sex, age, valence 

level, arousal and dominance level, etc. [16] for each 

participant and classified the targeted emotions in classes 

as 1,2 and 3 as 'surprise': 0, 'excitement': 0, 'amusement': 

0, 'happiness': 0, 'fear': 1, 'anger': 1, 'sadness':2, 'disgust':2,  

'calmness': 3 [3]. Stress bins coordinates targeted emotions 

to respective classes. 

 

 
 

 

 

Figure 10. Framework network 

model 
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D. Classifier 

 LSTM – RNN Model 
 

 

 

The emotion categorization is performed using a 

LSTM, which is improved and reinforced version of 

Recurrent Neural Network (RNN). RNN suffers from 

long-term dependencies, making it unsuitable for time 

series analysis, but LSTM can overcome this using module 

repetition. The LSTM layer is the initial layer of the deep 
neural network's architecture, and it is used to evaluate the 

connections between the EEG characteristics in the 

sequence of signal inputs. The next layer, 2nd layer, is the 

classifier's primary function which is used to compile data. 

Each sequence’s 125 frame attributes are allocated to 

respective LSTM cells.  

 

Connection units are assigned the same number in the 

full-connect layer. Sigmoid was used at output layer as 

activation function. The classifier training was conducted 

using the MB-GD optimizer and the MSE (Mean Squared 
Error) was applied as loss function, to minimize over-

fitting, "dropout" was introduced to the LSTM and full-

connect layers [23]. The training of the model was 

conducted over a few thousand epochs. For training 

acceleration, learning rate was initially set to a high value, 

then reducing it to produce more reliable results. The 

training was finished when the AUC attained the 

predetermined objective. 

 

      The evaluation matrix used for methodology is 

AUC (Area Under Curve) and Average recognition 

accuracy is determined using equation (2) where Ntest is 
test samples and Ncorrect is correctly classified samples. 

 

 

 

                                                                              (2) 

 

 

4. RESULTS AND DISCUSSION 

 

1) Result validation using DEAP Dataset 

a) Validation Dataset 

       We validated our methodology with EEG data from 

the DEAP dataset. DEAP is a database that analyses 

human emotional states by utilizing many types of 

physiological inputs. It includes 32 participants, 

multichannel (32) EEG and 8 input peripheral channels 

[26]. Each participant had to watch one-minute video clips 

while their data were monitored. Participants assigned 
ratings of 1 to 9 to each movie based on valence, arousal, 

dominance, and pleasure [27]. The DEAP database's EEG 

signals were down sampled to 128 Hertz and using filter 

called band-pass-filter frequency is kept in range of 4 to 

45 Hertz [28]. Since Electrooculography (EOG) can 

corrupt and mix with EEG signals, Independent 

Component Analysis (ICA) removed the EOG noise in the 

DEAP dataset [23]. We separated the dataset into two 

classes based on the valence (or arousal) value, labelling  

them "High" if >5.5 and "Low" if < 4.5. We have attribute 

values of valance, arousal, dominance, and calculated 

class value. We calculated high valance and arousal 

according to high>5.5 and we have mapped those emotion 

classes and feature into stress bins. Valence-arousal-

dataset was formed and down sampling was done to 

balance data forming new attributes ‘valance-high’ and 

‘arousal-high’ [23]. 
 

b) Visualization 

 
Figure 12: (a) 

 

Figure 12: (b) 
 

Figure 12: Feature clustering before and after completion of training 
(a) Before Training  (b) After Training 

 

       Eustress and distress have been grouped into two 

distinct categories, each denoted by a different color, as 
illustrated in Figures 12(a) and 12(b). The positive 

emotion category is visually represented by the color 

yellow, while the negative emotion category is denoted by 

the color purple. 
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Figure 14: Tree map showing valance high and arousal high by target emotions 
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2) Results  
 

We validated our classifier outcomes using the 10-

fold cross validation approach. Our model framework has 

been found to be the most effective in recognizing 

emotions based on valence (82.03%) and arousal (76.52%) 

when compared to other approaches as depicted in above  

graph in Figure 13 where the first axis title on Y axis is 

model and second title below it in bold italic is feature 

method used. Figure 13 shows comparison of different 

models and features. It compares SVM, convolutional 

recurrent neural network (CRNN), hidden Markov model 
(HMM) and LSTM (our model) with the respective model 

features. 

 

       We also used Tableau for further visual analysis. 

Figure 14 shows ‘valance-high’ and ‘arousal-high’ when 

they are the highest across all target emotions. The 

derivation of new attributes, namely ‘valance-high’ and 

‘arousal-high’ is detailed in section 4. I. (a). The 

categorization of the the target emotions is done using a 

tree map and marks card ‘color’ is added for ‘valance-

high’. The same graph can work as heat map for valance 
and tree map for arousal. Color scale for heat map is given 

on top. As concluded from the graph, emotion with boxes 

having darker shade of red has higher ‘valance-high’ 

transitioning to greener side indicating darker pigment of 

green lower the ‘valance-high’ value. Similar to this, for 

arousal the size of box decides the value of ‘arousal-high’.  

 

       Larger the box higher the ‘arousal-high’ value. Hence, 

happiness have high ‘valance-high’ and high ‘arousal-

high’ while surprised and excitement have lower value of 

‘valance-high’ and higher value of ‘arousal-high’ in 

comparison, lastly anger has lowest ‘valance-high’ and 

‘arousal-high’.  

 

       A comparison of attributes ‘valance-high’ and 
‘arousal-high’ by gender and target emotions is depicted 

in Figure 15. Initially, the bar graph shows reading of male 

and female for ‘valance-high’ and ‘arousal-high’ to get a 

generic idea of participants valance-high and arousal-high 

values based on gender. Then pie chart was made, since 

we are more focused on distress emotions we put a filter 

for target emotion in tableau and showcase distress 

emotion ‘valance-high’ and ‘arousal-high’ value 

comparing for both genders. As the filter chart on the most 

right shows, bigger the size of circle, higher the value of 

‘valance-high’. Similarly, for arousal aspect, pie chart 

shows that bigger the quadrant/angle of pie higher the 
‘arousal high’. The number written along the pie are value 

of ‘arousal-high’. Gender is visualised by color. Blue is 

female and orange is male. The reading of the chart 

highlighted the values of target emotion ‘saddess’ in the 

box in middle. 

 

This might be attributed to the following factors: 

 

a) HMM- Since each phase output of HMM was 

only connected to a subset of prior states, the 

Figure 15: Charts showing valance high and arousal high by gender and target emotions 
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model classifier could not learn automatically, 

like LSTM. 

b) CRNN- CNN needs an immense training to learn 

and extract, which the DEAP dataset does not 

provide. 

c) SVM- The SVM model's performance was 

limited since it was unable to analyze the 

contextual relationships of the EEG feature array. 

 

       Our valance categorization model accuracy (82.03%) 
was higher than that of another research.  

 

       The significant aspect of this framework was that a 

linear EEG mixing model efficiently used spatio-temporal 

data of EEG signals. An emotion timing model (ETM) 

based on LSTM considerably gains valence classification 

while having no effect on arousal categorization. 

 

3) Discussion 

 

       This study holds significance in achieving elevated 
EEG-based emotion recognition rates, specifically 

attaining 82.03% for valence and 76.52% for arousal. 

Though with today’s weak AI we cannot predict the 

temporal behavior of humans but we might be able to find 

the root cause, hence root cause exploration adds more 

significance to work. In addition to this, we have more 

improvement opportunities in hand as 76.52% accuracy 

for arousal can be enhanced and results for valance can be 

improved by using better and complex neural network 

model. However, major limitation in our study is dataset 

size constraint, use larger data for better training of model 
as the result is insufficient for real life model application. 

Also, one more limitation to our work is our objective was 

to use just EEG data but for future work we can use other 

physiological measures as we are currently working on 

single measure i.e., EEG. Future goal might also include 

working with specialized demographic of the participant 

which will expand the schema and was not considered in 

our general study on this topic, but is an important factor 

to look into as it might affect results. 

 

5.              CONCLUSION AND FUTURE WORK 
 

 

 

    We introduce a unique and novel method of emotion 

recognition and the framework network system based on a 

LMM and an ETM in this research [23]. Our key 

contribution in this study is LMM using auto encoder and 

LSTM model. To dissect EEG source inputs and uncover 
EEG channel correlations, one can employ the linear EEG 

mixing model. This approach not only facilitates the 

breakdown of EEG sources but also enhances 

computational efficiency in feature extraction, thereby 

improving emotion detection performance [29]. A LSTM 

system is employed to emulate the timing of emotions, 

thereby increasing the precision of EEG feature sequence 

context recognition. Our framework's efficiency was 

confirmed by the comparative outcomes in our 

experiment. Our model framework has been found to be 

the most effective in recognizing emotions based on 

valence (82.03%) and arousal (76.52%) when compared to 

other approaches. Yet, our model has few limitations as 

explained in discussion section. We hope to work on those 

in future work. 

 

       As a future goal, we can add specialized 

demographics, physiological measures, larger records and 

mentioned above in discussion section. Furthermore, our 

theory is that since there exists no prototype as such yet, a 
new wearable sensory device should be devised, which 

can collect and comprehend the user's data in real time, 

even for leisure activities like hobbies, all around the day- 

during which it can identify and maintain the negative 

emotions by actively recommending activities customized 

for the user; thus, countering detected distress with 

positive emotions. There is no proof to this but we can 

research further in this to get to know this better because 

if successfully implemented it, there will be a major 

breakthrough in this domain.  
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