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Abstract: In this paper, a novel federated learning algorithm for decentralized settings on edge devices—Alpha-FedAvg—is introduced.
Using an adaptive learning rate approach based on Lipschitz and Smoothness parameters, Alpha-FedAvg dynamically modifies
the learning rate for every node. Through federated averaging, the approach accomplishes model aggregation, exhibiting enhanced
convergence and performance. An extensive test configuration includes using Kali Linux to simulate network assaults, an ESP32
microcontroller connected to a laptop equipped with a sound sensor, and Wireshark and Scapy for traffic analysis. The Alpha-FedAvg
algorithm offers a privacy-preserving solution by effectively identifying and thwarting network attacks without gaining access
to user data. The algorithm’s performance is demonstrated in a comprehensive report generated. Evaluation against IID and non-
IID datasets, such as Edge-IIoTset, and comparison with other models validate Alpha-FedAvg’s efficacy in federated learning applications.
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1. INTRODUCTION
In the field of federated learning, research on shared

model training without access to user data has gained impor-
tance [1]. With an emphasis on enhanced anomaly detection
precision, in order to address real-world challenges, this
work introduces Alpha-FedAvg, a carefully designed model
aggregation strategy. Federated learning is becoming more
and more popular as a viable solution in privacy-sensitive
domains because of its ability to train shared models without
requiring access to user data. By investigating real-world
problems in federated learning scenarios, the work seeks
to increase the accuracy of anomaly detection, thereby
advancing the field of machine learning. The strategy is
divided into several important stages: Through a thorough
literature review, the state of the art in federated learning
was thoroughly examined, with particular attention paid to
the various methods and protocols put forth to address is-
sues with model aggregation and anomaly detection. Build-
ing on the knowledge gained from the literature review, a
conceptual framework for federated learning was created,
highlighting factors that are essential to learning process
optimization. This framework was then used to develop
and assess the Alpha-FedAvg algorithm. The Alpha-FedAvg
algorithm was carefully designed, taking into account dy-
namic learning rate adaptation to improve efficiency and

adaptability across a range of system configurations. It did
this by utilizing mathematical concepts like Lipschitz and
Smoothness parameters to guarantee stability and conver-
gence in the federated learning process. Numerous tests
were carried out to analyze the Alpha-FedAvg algorithm’s
performance in a range of machine learning models and
system configurations. Both simulations and real-world
deployments were used to gauge the algorithm’s effective-
ness in various contexts. After a thorough analysis of the
experimental validation results, conclusions were reached
regarding the algorithm’s performance as well as its efficacy
in resolving real-world federated learning challenges. An
in-depth comprehension of the proposed was intended.
Alpha-FedAvg algorithm and its implications for advancing
federated learning methodologies by scheduling the entire
research process, from literature review to experimental
validation. Alpha-FedAvg, motivated by decentralized, syn-
chronous, diverse, and privacy-preserving objectives, trans-
forms federated learning for Edge IoT contexts. In digital
forensics, it guarantees the validity and dependability of
the evidence, improving the accuracy of IoT sensor data
analysis, especially in attack detection. Its processing effi-
ciency is optimized by its real-time adaptive mechanism,
highlighting its critical role in scalable and successful edge
IoT-based forensic investigations.
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Federated learning research highlights the difficulty of
training shared models without user data access, requiring
creative solutions for anomaly detection accuracy and model
aggregation. Through research and analysis, the aim was
to improve federated learning methods and significantly
impact the domains of forensic analysis and deep learning.

2. Related work
The investigation of shared model training without gain-

ing access to user data has gained prominence in the fed-
erated learning scene. This work presents a well-designed
model aggregation approach that tackles practical issues,
with a focus on improved anomaly detection precision.
Federated learning has drawn notice recently for its ability
to train shared models without requiring access to user data.
The capacity of federated learning to train shared models
without requiring access to user data has drawn attention in
recent years.

The paper [2] presents a selected model aggregation
strategy that tackles real-world federated learning chal-
lenges and increases the accuracy of anomaly detec-
tion. The proposed Privacy-Preserving Asynchronous Fed-
erated Learning Mechanism for Edge Network Computing
(PAFLM) allows multiple edge nodes to achieve more
efficient federated learning without sharing their private
data. PAFLM compresses communications between nodes
and the parameter server during training without affecting
accuracy, and it supports node join or quit at any learning
process, making it suitable for highly mobile edge devices
[3]. In a real-world cellular network, the research article
suggests a novel FL protocol called FedCS that effectively
carries out federated learning with heterogeneous clients.
FedCS dramatically cuts training time as compared to the
original FL technique, according to the experimental evalu-
ation [4]. The study [5] suggests two methods for federated
deep learning-based traffic flow prediction: FedGRU and
FedGRU algorithms based on clustering. With a Joint-
Announcement protocol, it presents an enhanced Federated
Averaging (FedAVG) technique to lower communication
cost in the aggregation mechanism. The study [6] suggests
a novel federated learning algorithm that permits training
over an enormous number of edge devices. The suggested
algorithm’s behavior is dependent on various parameters
and demonstrates a convergence rate between FedAvg and
single-thread SGD. To protect user privacy and accurately
forecast demand for popular applications on mobile edge
computing networks, this study [7] presents a federated
learning architecture.

The system achieves high levels of accuracy in anticipat-
ing application demand by combining feedback from users’
local training to develop a global and weighted model. In
this work, a novel class of gradient algorithms for dis-
tributed machine learning called Lazily Aggregated Gradi-
ent (LAG) is presented. By adaptively omitting gradient cal-
culations, LAG decreases computation and communication
[8]. While [9] suggests a server-side method for federated

learning systems’ anomalous client detection. By creating
low-dimensional surrogates of model weight vectors and
applying them to anomaly detection, the authors surpass
traditional defense-based techniques. Article [10] suggests
using the FedPer method to train deep feed forward neural
networks federatedly. It tackles the problem of statistical
heterogeneity of data between user devices, which might
deteriorate the efficacy of conventional federated averaging
in machine learning applications such as deep learning
personalization.Paper [11] suggests an edge computing-
based federated learning strategy that is optimal. It attempts
to solve the computational and privacy-sensitive data re-
strictions of mobile devices. Federated machine learning
research that suggests an adaptive boosting technique for
intensive care unit (ICU) data. The approach [12], known
as LoAdaBoost, attempts to solve the problem of disparate
data distributions across several sources. In order to han-
dle heterogeneity in federated networks [13]-a distributed
learning paradigm characterized by diversity in system
parameters and non-identically distributed data across the
network—the study presents the FedProx framework. In
resource-constrained edge computing systems, where a lot
of data is created at the network edge, this research [14]
suggests an adaptive federated learning strategy. A general
class of gradient descent-based machine learning models is
the subject of the study. In order to improve forecasting
accuracy in dynamic circumstances, the study [15] presents
the MulticloudFL system, which focuses on deep learning
local loss functions in multi-cloud contexts. In Table I an
overview has been made for AlphaFedAvg related Models.
The study that is being presented highlights the increasing
importance of federated learning in the current machine
learning environments, especially because of its ability to
train shared models while maintaining user data privacy.
The investigation of diverse approaches and procedures
underscores the ongoing projects in the domain to optimize
model aggregation strategies and augment anomaly detec-
tion accuracy.

3. Non-IID federated learning
A machine learning technique called federated learning

enables many people to jointly train a model without dis-
closing any of their personal information. Federated learn-
ing is particularly helpful in the IoT environment because
it enables us to make use of the data produced by various
IoT devices while protecting data privacy [16]. However,
in federated learning, the assumption of independently and
identically distributed (IID) data is frequently broken in
scenarios involving the Internet of Things (IoT), where
devices may have various data distributions due to variances
in their sensors, locations, or surroundings [17]. Recent
studies have proposed alternative non-IID federated learning
strategies, including as data partitioning, client weighting,
and model personalization, to overcome this issue. In order
to incentivize clients to exchange more diverse data samples
during model updates, one frequent strategy is to incorpo-
rate a non-IIDness penalty term into the objective function
of federated learning. It has been demonstrated that FedAvg
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TABLE I. Overview of AlphaFedAvg related models

Paper Research Problem Proposed Solution

(Nishio & Yonetani, 2018) Reduce training time in federated learning with
heterogeneous clients

FedCS

(Huang et al., 2018) Adaptive boosting for federated learning in ICU
data

LoAdaBoost

(T. Li et al., 2018) Handle heterogeneity in federated networks FedProx
(Wang et al., 2018) Adaptive federated learning for resource-

constrained edge computing
Adaptive federated learning strat-
egy

(Chen et al., 2018) Reduce computation and communication in fed-
erated learning

Lazily Aggregated Gradient (LAG)

(S. Li et al., 2019) Detect anomalous clients in federated learning
systems

Server-side method

(Arivazhagan et al., 2019) Train deep feed forward neural networks feder-
atedly

FedPer

(Qin et al., 2020) Selected model aggregation strategy for anomaly
detection

Privacy-Preserving Asynchronous
Federated Learning Mechanism for
Edge Network Computing

(Lu et al., 2020) Efficient federated learning without sharing pri-
vate data

PAFLM

(Liu, Zhang, et al., 2020) Federated deep learning-based traffic flow predic-
tion

FedGRU, FedGRU*, Joint-
Announcement

(Fantacci & Picano, 2020) Protect user privacy and forecast demand for
applications

Federated learning architecture

(Ye et al., 2020) Federated learning for edge computing Optimal federated learning strategy
(Xie et al., 2020) Train over a large number of edge devices Novel federated learning algorithm
(Stefanidis et al., 2023) Improve forecasting accuracy in dynamic feder-

ated learning
MulticloudFL

frequently produces greater model accuracy. FedAvg takes
advantage of collaborative learning by aggregating models
rather than just gradients, which gives the central server
a more complete picture of the data. This might result
in better model performance [18]. It can be expressed
mathematically as follows 1 and 2:

∀k,wk
t+1 ← wt − ηgk (1)

wt+1 ←

K∑
k=1

nk

n
wk

t + 1 (2)

Were the k is the client, nk is the number of data points on
client k, wk

t is the model weights on communication round
t on client k, and η is the learning rate. The application
of Lipschitz parameter and smoothness parameter in the
context of privacy guarantees and federated learning empha-
sizes its significance in shaping theoretical foundations and
model performance considerations. The Lipschitz constant,
or Lipschitz parameter, is a fundamental concept in math-
ematical analysis, particularly in the realms of functions
and optimization. Lipschitz continuity is a key attribute
associated with functions and plays a vital role in optimiza-
tion algorithms, especially those leveraging gradient-based
methods. Lipschitz continuity is defined for a real-valued
function f : Rn → R. A function is considered Lipschitz
continuous with a Lipschitz constant L if, for all pairs of

points x1 and x2 in the domain, the absolute difference of the
function values is bounded by the Lipschitz constant times
the distance between the points. This condition is expressed
as [19]:

| f (x1) − f (x2)| ≤ · ∥x1 − x2∥ (3)

where ∥x1 − x2∥ is a norm (e.g., Euclidean norm) measuring
the distance between x1 and x2. The Lipschitz constant
is crucial in optimization, it indicates that the gradient (or
derivative) of the function changes in a controlled man-
ner. This property aids in optimizing algorithms, making
onvergence more predictable and stable. In optimization
contexts, the Lipschitz constant is often denoted as L and is
associated with the gradient of the function. For a differen-
tiable function, if the gradient is Lipschitz continuous with
constant L, it implies that the magnitude of the gradient
at any point doesn’t exceed L times the distance between
points. This information is valuable for controlling the step
size in gradient-based optimization methods, preventing
excessively large steps that could lead to divergence. The
Lipschitz constant serves as a metric for quantifying how
much a function can change concerning changes in its input.

It contributes to ensuring stability and convergence in
the optimization process. The Euclidean norm, utilized in
the Lipschitz continuity definition, is a measure of the mag-
nitude of a vector in Euclidean space, providing a distance
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measure in n-dimensional space. The smoothness parameter
is a fundamental concept also in mathematical analysis,
particularly in the study of functions’ behavior concerning
changes in their input. In the context of federated learning,
the smoothness parameter (L) is associated with the Lips-
chitz continuity of the gradient of the global loss function
f (θ), ensuring stability during the optimization process. The
smoothness condition can be expressed mathematically as
[20]:

∥∇ f (θ) − ∇ f (θ)0∥2 ≤ ∥θ − θ0∥2 (4)

Here: ∇ f (θ) represents the gradient of the global loss func-
tion with respect to the model parameters (θ). θ and θ0 are
different parameter values. ∥·∥2 denotes the Euclidean norm,
measuring the distance in parameter space. This equation
indicates that the squared difference between the gradients
at different parameter points is bounded by L times the
squared distance between those points. In federated learn-
ing, enforcing smoothness is crucial for controlling the
step size in optimization algorithms, ensuring convergence
across distributed devices, and adapting to the dynamic and
heterogeneous nature of the data sources.

4. Overview of propsed ALPHA-FedAVG Algoritm
As shown in Figure 1, the system consists of a network

of edge nodes, which are Internet of Things (IoT) sensors
that connect to the central server as local clients and en-
gage in synchronous federated learning. The server gathers
models from these dispersed nodes in this collaborative
setup and returns updated models to the clients. One of
the system’s primary contributions is a novel convergence
bound that offers a framework for comprehending the

dynamics of learning in federated learning. Furthermore,
the aggregation can be adjusted in real-time thanks to the
Alpha-FedAvg algorithm. frequency, enhancing the effi-
ciency of federated learning by dynamically adjusting the
learning process. Through extensive experiments, the sys-
tem has demonstrated near-optimal performance in a range
of machine learning models and configurations. Alpha-
FedAvg algorithm offers a dynamic and adaptive approach
to federated learning, allowing the system to optimize the
trade-off between parallelism and accuracy by adjusting the
step size based on real-time information. The algorithm
emerges as a crucial component, facilitating efficient and
effective federated learning in a wide range of scenarios.

The algorithm described involves a federated learning
framework where a central server (Alpha server) collabo-
rates with multiple edge nodes (Alpha clients) to optimize a
global model. A crucial aspect of this optimization process
lies in the dynamic adjustment of the learning rate (α)
based on Lipschitz and Smoothness parameters, along with
the average delta gradient divergence across all participat-
ing nodes. The Lipschitz and Smoothness parameters are
computed to quantify the local variations in model updates,
ensuring a balance between rapid convergence and stability.
The delta gradient divergence, representing the disparity
between local and global model weights, contributes to the
adaptability of the learning rate. Of αnew encapsulates this
adaptive learning rate mechanism. This equation reflects
integrating Lipschitz and Smoothness considerations, and is
designed to promote convergence in the federated learning
process while accounting for diverse local data characteris-

Figure 1. The proposed synchronous federated learning system
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tics.

In federated learning scenarios, achieving effective
model aggregation requires careful consideration of the
tuning parameters for Alpha-FedAvg. By optimizing the
trade-off between parallelism and accuracy, the algorithm
is guaranteed to dynamically adapt to the distinct features
of the data distribution of each edge node thanks to specially
designed parameters. Through the adjustment of parameters
like the learning rate according to Lipschitz and Smooth-
ness considerations, Alpha-FedAvg is able to effectively
handle the diverse complexities associated with local data
updates, facilitating the convergence of the model towards
global optimization. Furthermore, during the aggregation
process, stability and convergence checks are crucial de-
fenses against divergence and inconsistency. These checks
prevent disruptions and promote a coherent learning trajec-
tory by ensuring that model updates from various nodes
meaningfully contribute to the overall improvement of the
model. Fundamentally, careful parameter tuning selection
and stringent stability checks are the cornerstones of Alpha-
FedAvg’s pursuit of efficient model aggregation, guarantee-
ing that federated learning systems can realize their full
potential in decentralized settings.

The derivation of the provided equation of αnew in Alpha
server algorithm involves Lipschitz and Smoothness pa-
rameters, which are crucial in optimizing machine learning
models. Lipschitz (LP) and Smoothness (SP) parameters
quantify how sensitive a model’s output is to changes in its
input and parameters, respectively. These parameters play a
pivotal role in controlling the learning rate during optimiza-
tion to ensure convergence. The Delta Gradient Divergence
(δi) signifies the difference between local and global model
weights for each node, reflecting the divergence in model
updates across the network. The equation for the New
Learning Rate (αnew) dynamically adjusts the learning rate
based on these parameters and the average delta gradient
divergence. It incorporates the Lipschitz and Smoothness
parameters in a product, representing the overall control
factor. The adaptive adjustment involves rounding to the
nearest integer for practical implementation.

A heuristic or empirical adjustment equation commonly
employed in machine learning for hyperparameter tuning.
The equation’s components demonstrate a thoughtful con-
sideration of Lipschitz and Smoothness parameters, reflect-
ing an effort to adapt the learning rate to the varying
characteristics of local data in a federated learning setting,
ultimately aiding convergence with stability in the optimiza-
tion process. Although empirical in nature, such heuristics
are valuable tools in fine-tuning models for optimal perfor-
mance. Table II provides an overview of the main notations
of the algorithm.

TABLE II. Summary of main notations

w f Final global model parameters

gt Global iteration

lt Local iteration

α
The quantity of local update stages that

separate two global aggregations.

w(gt) Global model parameter in global iteration gt

wi(gt)
Local model parameter at node i in global

iteration gt

F(w) Global function

Fi(w) Local function at node i

LP Lipschitz parameter

S P Smoothness parameter

δi Gradient divergence

Di Local data of node i

A. Alpha Server Algorithm
Through iterative communication, the server sends and

receives local model updates as well as global model
weights from edge nodes. These updates are aggregated
using federated averaging, which allows for cooperatively
improving the global model. In order to assess convergence,
the act of the current global model is linked to that of the
best-performing model found thus far. If improvements are
noted, the global model is updated. This information sharing
process enhances convergence and refines the adaptive
learning rate. Every edge device on the client side partic-
ipates in local training, which helps the group refine the
global model. The process keeps going until the predefined
number of rounds is reached or the convergence criteria
are satisfied, producing a globally optimized model that is
well-suited to the various features of the edge devices that
are involved in the federated learning environment. In order
to compute αnew dynamically on the server, clients submit
control parameters, such as weight vectors and losses, to
the server-side algorithm, which initializes with pertinent
parameters. In the federated learning process, the algorithm
seeks to balance accuracy and parallelism. Furthermore, it
improves adaptive control by using parameters such as LP,
SP, and delta in the computation of the new optimal α. Here
is the algorithm of Alpha-server:

- Input Model name, search range parameter
(Max case), n node, αmax, α range.

- Initialize α = 1, gt = 0.
- Initialize Model weights w(0) to random variable.
- Initialize w f = w(0)

Repeat
Send w(gt), α, (is last round) flag to all edge nodes
gt0 = gt
gt = gt + α
Receive wi(gt) from each node i
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Call federated average for global aggregation

w(gt) =
∑N

i=1 wi(gt)
N

If gt0 > 0 then
Receive LP, S P, Weights after each local training.

Compute F(w) =
∑N

i=1 Diwi(t)
D

If F(w(gt0)) < F(w f ) then
w f = w(gt0)

Calculate total LP =

∑N
i=1 DiLPi

D

Calculate total S P =

∑N
i=1 Dispi

D
Calculate delta gradient divergence

δi =

∑N
i=1 Dideltai

D
for each node i
where

deltai =∥ wi(gt) − w(gt) ∥

Compute new value of α:

αnew = round α√
max (1, LP.S P.Avg (δi) .max(1, LP.S P))


α← min{αnew;αmax}

Send w(gt) to all edge nodes
Receive wi(gt) from each node i

Compute F(w) =
∑N

i=1 Diwi(t)
D

If F(w(gt)) < F(w f ) then w f = w(gt)

B. Alpha Client’s Algorithm
Client side plays a crucial role in coordinating federated

learning across Internet of Things (IoT) devices. It changes
global model depending on local computations, simplifies
round preparation, and initializes important variables while
working in rounds. Notably, it analyzes variations in local
and global weights and losses to compute adaptive control
parameters (LP and SP). In handling loss computation
exceptions, the class gets ready to talk to the central
server. It provides ways to communicate with the server by
sending messages that specify whether control parameters
were computed locally. In the federated learning process,
this adaptive control method makes sure that local IoT
devices and the central server coordinate and communicate
effectively, improving the system’s overall efficiency. Here
is the algorithm of Alpha-client:

- Initialize lt =0
- While not (last round)

Receive model name, w(gt), and αnew from the Server.
Get model according to model name
Set control algorithm to class ControlAlgAlphaClient()
If lt > 0 then

Calculate LP =
∥ Fi(wi (lt) − Fi(w(gt)) ∥
∥ wi (lt) − w (gt) ∥

Calculate S P =
∥ △Fi(wi (lt) − △ Fi(w(gt)) ∥

∥ wi (lt) − w (gt) ∥

For µ = 0, 1, . . . , α
- lt= lt+1
- Read Di
- Train model on Di
- Set w(lt) = model weights If µ = α

Set wi(gt) = w(lt)
Send wi(gt) to server

If lt > 0 then
Send LP, S P, wi(gt) to server.

-Until (last round) flag set and received from server.
- Set wi(gt) = w(gt)

With federated learning, the Alpha-FedAvg algorithm
uses an adaptive learning rate technique with the goal of
improving convergence and performance in a decentralized
environment. By initializing the alpha value and configuring
the global model parameters, the central server starts the
procedure. This adaptive learning rate, represented by the
letter alpha (α), is dynamically modified according on
the Smoothness and Lipschitz parameters. By capturing
the unique local characteristics of each edge device, these
parameters make sure that the learning rate is adjusted adap-
tively for every node. Through iterative communication,
the server sends and receives local model updates as well
as global model weights from edge nodes. These updates
are aggregated using federated averaging, which allows
for cooperatively improving the global model. In order to
assess convergence, the act of the current global model is
linked to that of the best-performing model found thus far.
If improvements are noted, the global model is updated.
This information sharing process enhances convergence and
refines the adaptive learning rate. Every edge device on
the client side participates in local training, which helps
the group refine the global model. The process keeps
going until the predefined number of rounds is reached or
the convergence criteria are satisfied, producing a globally
optimized model that is well-suited to the various features of
the edge devices that are involved in the federated learning
environment.

5. Experement results
Using datasets from a variety of sensors, such as

sound, flame, water level, and heart rate sensors, fed-
erated learning on edge devices was used in the study
to conduct several tests. The Edge-IIoTset provided the
raw data that was used to create these datasets. Feder-
ated learning was started after one of these datasets was
allocated to each client in the system. Furthermore, a real-
case study involving the ESP32 microcontrollers and sensor
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connection was carried out. The hardware and software
configurations for this case study are detailed in Table
III. For instance, the ESP32 microcontroller communicated
wirelessly with a computer to transmit sound sensor data,
as depicted in Figure 2 which displays the serial moni-
tor of sound sensor dataOne of the most important parts
of the experiment was the simulation of fourteen dis-
tinct attack scenarios, including Backdoor, DDoS ICMP,
DDoS HTTP, DDoS TCP, DDoS UDP, Fingerprinting,
MITM, Password, Ransomware, Port Scanning, Upload-
ing, SQL injection, Vulnerability scanner, and XSS.

TABLE III. Hardware and Software configuration

Hardware Type Version

Computer Lenovo 20VG ThinkBook 15 G2 ARE
ESP32 WROOM ESP32 WROOM-32

Sound Sensor Microphone MEMS Microphone
Wire GNG Connector GPIO Connector
Wire 3v3 Connector Voltage Regulator
Wire g34 Connector GPIO Connector

Power wire Cable USB-C Power Cable
Router Wireless Router TP-Link Archer C7

Port com7 Port COM7

Software Tool Type Version

Arduino IDE IDE 2.0.0
Spyder IDE 5.0.5

Wireshark Network Analyzer 3.6.2
Tshark Command Line 3.6.2
CMD Command Prompt Windows Command Prompt
Excel Spreadsheet Microsoft Excel 2023
Keras Deep Learning Library 2.8.0
Scapy Packet Manipulation 2.4.5

Figure 2. The steps of collect real time dataset

Figure 3. The collection of the sensor values in serial monitor

Figure 4. The main components of the system
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Malicious packets, generated in Kali Linux, were com-
bined with regular network traffic to produce a compre-
hensive packet capture file. The command prompt was
utilized to extract relevant features from the pcap file using
Tshark commands, subsequently translated to CSV format
for additional analysis. Using programs like Excel, any gaps
in the dataset were filled up, and a target variable was
created to indicate attack or typical occurrences. The Alpha
algorithm received the preprocessed dataset and, without
accessing user data, globally aggregated model updates
across edge devices while dynamically adjusting its learning
rate α.

Subsequently, the finished model underwent a rigorous
testing process using the dataset to evaluate its capacity
to identify and thwart network assaults. Lastly, a thorough
report was produced utilizing the Scapy library, offering
a comprehensive examination of the Alpha algorithm’s
performance in the context of federated learning for net-
work traffic anomaly detection. The primary client-side and
server-side components of the system are shown in Figure
4.

A dynamic alpha experiment was conducted with a
range of Alpha setup all values [-1, 1, 2, 3, 5, 7, 10, 20,
30, 50, 70, 100], and control parameters set to 0.000025
and 0.00005. The optimal performance was achieved with
control parameter values of 0.00025 and 0.0005 for predic-
tion accuracy metrics, as shown in the Table V. Using the
global model, At the end of the testing process, the system
is thoroughly assessed. Scapy is a Python package used for
network analysis and digital forensics that is used in packet
analysis.

A comprehensive text report detailing system perfor-
mance, possible vulnerabilities, and anomalies is created
from the gathered data. The report provides technical data
and contextual information that can be used as legal proof
in the event that an assault is detected as a one of digital
forensics important steps as shown in the Figure 5.

This approach guarantees the effectiveness of the sys-
tem in technical and legal circumstances. The approach’s
effectiveness is demonstrated in terms of communication
efficiency, loss function optimization, and model accuracy
through comparison with related work, as summarized in
the tables. Notably, the model demonstrates its robustness
and adaptability in various federated learning settings by
outperforming existing methods in several scenarios. Lastly,
a thorough comparison of the results with similar federated
learning studies in both IID and Non-IID scenarios is shown
in Table IV. In terms of accuracy, model architecture, and

adaptability to non-IID settings, the Alpha-FedAvg model
consistently outperforms existing methods and exhibits
competitive performance across a variety of datasets.

A thorough summary of federated learning techniques
for both IID (Independent and Identically Distributed) and
Non-IID Non-Independent and Non-Identically Distributed)
scenarios is provided in the table. Within the IID category,
CNN and residual network local models are used in the
”FedCS” approach on datasets such as CIFAR-10 and
Fashion-MNIST. On the MNIST dataset, the ”LAG” and
”PAFLM” approaches are used with MLP local models
and fixed interval tuning. Notably, using a variety of AI
local models and dynamic tuning, the suggested ”Alpha-
FedAvg” model is demonstrated in the IID context, attaining
good accuracy across a variety of datasets, including Edge-
IIoTset.Using CNN, Residual network, and other models,
the ”FedCS,” ”FedAvg,” and ”Score-based” approaches are
applied to the CIFAR-10 and Fashion-MNIST datasets in
the Non-IID context. When applied to real-time data and
datasets generated from Edge-IIoTset, the proposed ”Alpha-
FedAvg” model consistently beats existing approaches. By
using dynamically tuned RNN and LSTM local models,
this model exhibits adaptability and achieves impressive
accuracy. The trend that has been seen suggests that the
”Alpha-FedAvg” model that has been suggested performs
exceptionally well in a variety of circumstances, demon-
strating its efficacy in datasets with disparate features.

Its excellent accuracy and performance are a result of the
dynamic tuning approach and the freedom in selecting AI
local models. Subsequently, the model has been compared
with those already in use.

Federated learning approaches, considering communi-
cation methods, loss functions, and other key parame-
ters as shown in Table VI. The model, referred to as
Alpha-FedAvg, operates synchronously., incorporates deep
learning loss functions, and dynamically adjusts iteration
parameters during local training, aligning with the trends
observed in recent literature. Following the identification
of the ideal control parameter and the conclusion that the
LSTM model produces the best results, the emphasis shifted
to improving the training dynamics through an investigation
of the effects of dynamic alpha. Experiments were carried
out using the LSTM model and the control parameter set
to 0.0005 to determine the optimal maximum value for
dynamic alpha. The study entailed contrasting a fixed alpha
technique with dynamic alpha that had variable maximum
values (e.g., 100, 1000). Dynamic alpha was consistently
preferred by the results, which showed better loss values
and prediction accuracy.

TABLE V. Control parameter experiments

Control parameter 0.000025 0.00005 0.00025 0.0005 0.025 0.5

Predection 0.8747 0.8702 0.9427 0.9745 0.8468 0.839
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Figure 5. The final report that present to court of law

Figure 6. A visual representation of various parameters

The ideal maximum value for dynamic alpha was de-
termined by painstaking investigation, striking a balance
between model accuracy and training efficiency. This in-
vestigation highlights how important dynamic alpha tuning
is for improving the learning flexibility and performance of
the LSTM model. The fixed alpha examples in this Table
VII, with values of 1, 3, 10, and 1000, showed clear trends
in prediction accuracy and loss value between the first and
last rounds. Interestingly, the dynamic alpha configurations
(maximum value of 100) performed better than the fixed
alpha configurations every time, resulting in lower loss
values and higher prediction accuracies in both rounds.

Based on the last round’s smallest loss value of 0.113
and highest prediction (on real time data) accuracy of
0.9951, the dynamic alpha configuration with a maximum
value of 100 was found to be the ideal search space. This
suggests that extending the maximum value past 100 might
not provide any more advantages in identifying the best
course of action. In comparison to fixed alpha configura-
tions, the dynamic alpha technique found to be successful
in improving the learning dynamics of the LSTM model,
resulting in better performance.

After selecting a dynamic alpha of 100 in Alpha-FedAvg

algorithm, Figure 6 provides a visual representation of how
various parameters evolve across different iterations. The
dynamic alpha, set at a value of 100. Taking note of the lines
in Figure 6, each line corresponds to a specific parameter,
and the x-axis represents the iterations while the y-axis
represents the value of alpha. The green line, symbolizing
the average alpha, plays a pivotal role as a key indicator for
identifying local iteration entry points. By closely observing
these entry points, Important

information is obtained about how the local convergence
of individual parameters is shaped by the dynamic alpha
of 100. It becomes evident that they tend to align with
the best optimization direction. The interplay between the
dynamic alpha and these parameters guides the algorithm
towards optimal convergence, emphasizing the effectiveness
of Alpha-FedAvg approach. This observation further un-
derscores the intricate relationship between dynamic alpha,
local convergence, and the overall optimization process in
the algorithm.
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6. Conclusions and FutureWork
In this paper, The Alpha-FedAvg is presented, an in-

novative federated learning algorithm designed specifically
for decentralized environments on edge devices. One of
the algorithm’s unique features is the adaptive learning
rate mechanism, which uses the Lipschitz and Smoothness
parameters to dynamically modify the learning rate for each
node. In a series of extensive trials, Alpha-FedAvg shows
higher convergence and performance through the use of
federated averaging, in addition to achieving effective model
aggregation. These experiments span a wide range of topics,
like simulate various network assaults to actual scenarios
employing ESP32 microcontrollers coupled to sensors like
sound detectors. The program is notable for its ability
to protect privacy; it can detect and neutralize network
threats without exposing user information. Analysis through
comparison with current federated learning techniques high-
lights the superiority of the algorithm, demonstrating its
superiority in terms of communication effectiveness, loss
function optimization, and model accuracy under different
conditions. The experiment’s outcomes demonstrate how
useful the Alpha-FedAvg algorithm is in edge IoT contexts,
especially when it comes to protecting user privacy and
identifying network threats. Nevertheless, there are certain
restrictions that could affect generalizability, such as the
exclusive focus on the Alpha-FedAvg algorithm and the
extent of simulated assault scenarios. The reliability and
scalability of the approach across a variety of edge device
environments and network situations require more investi-
gation.

In the future, tackling important issues like robustness,
and user-friendly implementations could lead to additional
breakthroughs in Alpha-FedAvg. Scalability issues will be
essential for supporting varied edge device ecosystems and
greater datasets as the algorithm develops. The efficacy
of the method in dynamic and heterogeneous situations
will be guaranteed by robustness testing conducted in real-
world deployments. Furthermore, user-friendly solutions
will be essential to promoting broad adoption and opening
up Alpha-FedAvg to a larger range of developers and
practitioners. Future research can help ensure that the algo-
rithm remains relevant and effective in traversing the ever-
changing technical landscapes and satisfying the demands
of a wide range of application domains by addressing these
issues.
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