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Abstract: Today, the web is a vast and valuable source of weather data. Every day, several petabytes of meteorological information are
generated, leading to the weather big data. By using various Machine Learning (ML) techniques, weather big data is used for forecasting
and decision making. However, processing such a large weather data is a challenge for ML algorithms and computing resources. Weather
big data often includes a very large number of variables, which requires huge resources for the analysis and processing. As a result, ML
techniques used produce forecasts that are not always efficient and take longer to forecast.
To improve the prediction precision in a minimum of time, this paper aims to investigate the influence of data sampling techniques
on the accuracy of ML models used in weather data analysis. To this end, we used the dimensionality reduction technique ”Random
Projection” (RP) combined with two ML classifiers (Decision Tree, Naı̈ve Bayes) and applied it on weather big data collected from web
sources using web scraping technique. The results of the conducted experimentation show that reducing the dimensionality of weather
data considerably maximizes the performance of ML models and thus improves the accuracy of weather forecasts while reducing the
processing resources.
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1. INTRODUCTION
Every day, several petabytes of weather information are

generated and managed via the web in a variety of formats.
This enormous amount of weather information, known as
“weather Big Data”, is becoming increasingly important.
These weather big data are used for various purposes such
as weather prediction or weather forecasting [1]. These
weather forecasts have a very important impact on the lives
of people and organizations as they play a key role to make
decision for weather management and for important sectors
such as agriculture, transport, industry and tourism [2] [3]
[4].

To predict weather conditions, several contributions
of research woks have been conducted while relying on
data mining methods and machine learning approach of
environmental data sets in different regions and countries
[5][6][7][8][9]. Nevertheless, the complex erratic and un-
certain nature of weather leads to weather big data contain-
ing huge and gigantic information in an organized, semi-

organized and unstructured way, which can make traditional
weather forecasting tedious and difficult. These traditional
prediction processes use expensive and complex computer
resources to generate forecasts. These forecasts can some-
times be inaccurate and have various negative impacts on
society.

Indeed, weather prediction requires the collection of a
great deal of volume of data which is usually disorganized
data containing modifiable parameters that vary according
to the rapidly changing weather conditions [9]. This makes
the analysis of this weather data for weather prediction a
complex task [7]. In this sense, several big data solutions
such as machine learning have been implemented for pro-
cessing and analyzing this big data, but processing such a
large amount and type of data (unstructured, unclassified,
rapidly changing) still remains a challenge for machine
learning algorithms and computing resources to deploy [10].
To this end, several techniques can be employed for big data
analysis with machine learning algorithms, including data
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sampling and dimensionality reduction [11] [12] [13]. Thus,
data sampling and dimensionality reduction, which focus on
building features and representations of data using raw data
[14], represent an important component of machine learning
that can lead to improved performance for machine learning
prediction models while reducing resources [15].

In this paper, the data sampling technique combined
with machine learning algorithms is used to implement a
new weather forecasting model founded on the analysis of
weather big data collected from web pages sources. The
essential aim of the present research work is to evaluate and
understand the effect of data sampling and dimensionality
reduction on improving weather forecasting and reducing
processing and computational resources.

For this, the proposed approach includes a series of
steps. At first, raw weather big data and features are
collected from weather web sources employing web scrap-
ing method. After that, the data is pre-processed and the
relevant features are selected using the PCA (Principal
Component Analysis) technique. After selecting the relevant
features with the PCA method, the data set obtained is
employed as an input models created from machine learning
principles. Then, the adopted experimentation used ”Ran-
dom Projection” as a feature selection technique to create
reduced data sets at well-defined reduction rates (75%, 50%
and 25%). In addition, two machine learning classifiers
were also used (firstly, Decision Tree and secondly, Naı̈ve
Bayes) to make weather forecasts using the full data set
on the one hand (first experiment) and the reduced data
sets created with ”Random Projection” on the other hand
(second experiment).

The overview of the results obtained highlights the
advantage of the approach designed in improving weather
forecasting and reducing processing and computational re-
sources. With data reduced to only 50% of the original
data set, the Naı̈ve Bayes algorithm achieved a better
performance (83.9%) than all other cases, including the case
where the whole data set is used (81.6%). With the Decision
Trees classifier, the best performance (78.4%) was recorded
when the full data set was used. This performance decreased
slightly (to 78%) when only 50% of the original data set
was used. However, by comparing this slight decrease in
performance (0.4% decrease) with the considerable reduc-
tion in resources (50% of the original data set), it can
be concluded that the sampling technique provided the
advantage of reducing the resources used without affecting
the weather forecast accuracy too much.

Compared to other related leading contributions, the im-
portance of the proposed approach is that it allows machine
learning algorithms to be a promising research avenue in
the extraction of unstructured data representations at high
abstraction levels and in the improvement of prediction in
general.

The continuation of the present paper is coordinated

according to this structure: section 2 gives an outline of
weather forecasting works using various machine learning
models and techniques. Sections 3 describes the designed
approach and basic concepts adopted to ensure meteorolog-
ical big data analysis and improve weather forecast. Section
4 contains how the proposed approach was evaluated and
presents and discusses the evaluation results. And finally,
section 5 outlines the present research conclusions and
future work.

2. RELATED WORKS
There are several research works dealing with the me-

teorological data collection and analysis for forecasting
and decision support purposes. However, in terms of the
techniques adopted, the approaches proposed differ from
one work to another. Some works focus on the collection
of meteorological big data, others adopt artificial intelli-
gence paradigms (Machine Learning models and also Deep
Learning models) to analyze these data and the production
of forecasts, while few of these works use dimensionality
reduction techniques to improve forecasts. Finally, some of
these works combine some or all of these techniques.

In the present section, a review of the literature is
presented including research that focuses on weather fore-
casting based on weather big data and employing artificial
intelligence models (in particular machine learning models),
while focusing on contributions that adopt dimensionality
reduction techniques to improve predictions.

In their study presented in [16], the authors are in-
terested in the evaluation of the reduction dimensionality
methods in the forecasting of solar radiation. Actual data
issued from Weather Research and Forecasting model was
used by the authors and experimented with three multi-
variate feature selection approaches using machine learning
algorithms in order to obtain robust feature sets that increase
prediction accuracy and deliver reliable outcomes. The
study showed that the reduction in dimensionality (which
can be up to 10% of the original variables) offers significant
improvements in accuracy and facilitates the interpretation
of results.

In the study presented in [17], the authors combined
the reduction of dimensionality techniques and machine
learning methods to improve solar radiation forecasting. In
order to overcome the limitations of existing dimensionality
reduction techniques (in particular PCA, SNMF, LPP and
LOL), the authors propose the SLMVP (Supervised Local
Maximum Variance Preserving) technique. It is a super-
vised nonlinear technique for dimensionality reduction and
feature extraction. The proposed feature extraction method
is compared with PCA, SNMF, LPP and LOL methods.
The observed results demonstrate that compared to the
PCA, SNMF, LPP, LOL approaches, the suggested SLMVP
method yields smaller errors.

In [18], to forecast the weather, the authors used a
stacked sparse autoencoder that is based on deep learning.
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To obtain relevant data from weather big data, and to
enhance the speed of the prediction approach, the designed
model uses the PCA technique (Principal Component Anal-
ysis) in order to reduce the dimensionality and extraction
of relevant features. The proposed model also incorporates
the method of feature selection which is based on the
algorithm of Binary Butterfly Optimization and a deep stack
autoencoder to enhance prediction precision. The suggested
model has been tested, and the results demonstrate that it
offers better than the current models in terms of error rate,
precision and computation time.

In the study presented in [19], the authors describe
machine learning models used in the prediction of frost
events for agricultural applications. The machine learning
algorithms studied include convolutional neural networks,
deep neural networks and also random forest models with
time delays of 6 to 48 h. In this study, the authors used the
feature extraction technique to provide dimensionality re-
duction of data from a weather station. The results obtained
show promising accuracy for use in minimum temperature
and frost prediction applications. The feature extraction
and dimensionality reduction allowed for optimization of
computer resources, reduction of model overfitting and
higher accuracy in temperature predictions.

In [5], the authors propose an approach to climate ex-
pectations that uses climate data to create machine learning
models capable of anticipating certain climate conditions.
The authors first used the PCA (Principal Component
Analysis) feature extraction method to extract irrelevant
attributes from the data sets. Secondly, the authors em-
ployed 5 algorithms of machine learning to predict the mid-
term temperature conditions and finally four performance
indicators as well as the training time employed to identify
the best fitting model. The outcomes revealed indicate
that the model that uses the PCA dimensionality reduction
method is the best fitting model with the best results.

In addition to the field of weather forecasting, dimen-
sionality reduction techniques are widely used and tested in
other areas of big data analysis using artificial intelligence
models. Among the works interested in big data analysis
using dimensionality reduction, we find the work presented
in [20] and where the authors demonstrated a brand-new
Spark-based hybrid parallel framework for feature reduc-
tion. The objective was to make the reduction of feature on
distributed/shared memory clusters easier. The evaluation
of the proposed framework demonstrated how much quicker
the model is than traditional feature reduction methods. The
designed method required more than 1 minute in order to
select 4 features from the dataset. On the other hand, the
comparative algorithm, took more than 2 hours to perform
the same task. The authors concluded that the suggested
approach can accomplish improved precision with less
time and memory when compared to conventional feature
reduction methods.

The work presented in [21] presents an example of prac-
tical application of the random projection feature extraction
technique in the R programming language. The proposed
implementation is compared with similar implementations.
It has been tested with various formats of data, including
images, text and data received from sensor. The experiments
conducted and the results found show that the random
projection method is a good choice for dimension reduction
in multivariate big data analysis.

Another work presented in [22] proposes to study the
performance of feature selection technique, feature extrac-
tion technique and also a combination of both techniques.
The study conducted developed 21 rice yield prediction
models for 8 sub-regions of Vietnam based on machine
learning methods. The results of the study reveal that the
combination of feature selection and feature extraction takes
full advantage of both techniques combined, allowing the
models based on this combination to be the best in 18 of
the 21 models developed. These models which are based on
feature selection and feature extraction improve the models
based on no feature reduction by an average of 21% and
up to 60% in terms of the root mean square deviation.

In [23], the authors conducted an extensive empirical
comparison between the random projection technique and
the random selection technique in a variety of data sets with
different features. The study conducted resulted in the find-
ing that random projection performs better in general than
random feature selection in terms of classification precision
in small samples, although random feature selection is also
unexpectedly effective in several instances. These methods
have the potential to enable learning from large dimensional
data sets and are effective overall.

Thus, the review of related work shows that there are
several contributions in the area of collecting weather big
data and analyzing it using machine learning models to
generate weather forecasts. In this study, we also found that
dimensionality reduction, as an increasingly used technique
for extracting relevant features from big data, was discussed
in several scientific research works in various fields, includ-
ing weather data analysis.

In addition, through the literature review conducted, we
found that several works have attempted to use machine
learning models to analyze huge volumes of weather data
for various purposes. However, processing such a large
amount of data is a challenge for machine learning al-
gorithms and computing resources. This is because the
collected weather data contains a very large number of
variables, which is time-consuming and requires huge re-
sources to analyze and process the data. Extracting complex
models from huge volumes of weather data can then lead
to inaccurate weather forecasts that can have catastrophic
impacts on society.

In this sense, we have concluded that by combining
dimensionality reduction techniques with machine learning
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Figure 1. Weather Big Data collection steps

models, we can improve the predictive performance of
these models compared to the use of standard classifiers.
Furthermore, in large weather datasets, it is quite possible
that reducing the amount of data can produce predictions
as good as the original data while reducing processing time
and resources.

3. PROPOSED APPROACH AND BASIC CONCEPTS
As mentioned earlier, the collection of weather data

from web sources leads to a vast amount of data called
weather big data. This data is typically used as input for
machine learning models to produce weather forecasts.
However, this data, which typically includes a large number
of variables, is becoming increasingly complex to use in
Machine Learning techniques, which can lead to a degra-
dation in forecast accuracy and increasing forecast time.

In this context, this work aims at analyzing the effect of
data sampling on the improvement of the performance of the
Machine Learning approach in the production of weather
forecasts. To this end, this work proposes a prediction
approach based on the reduction of dimensionality of big
weather data collected from web sources via the web
scraping method.

The data used to implement and test the proposed
approach is collected from web sources using the web
scraping technique. Web scraping technique is one of the
main sources for extracting unstructured big data from the
web. Web scraping represents a high potential big data
approach [24] allowing the conversion of unstructured data
sourced from the web pages into structured data for storage
and analysis [25]. Fig. 1 illustrates the steps involved in
collecting weather big data.

Once the weather data set is created from data scraped
from web sources, and before it is used for prediction
employing machine learning techniques, this data set will
undergo a dimensionality reduction. The used dimensional-
ity reduction procedure is Random Projection.

Random Projection is a decomposition method em-
ployed to bring down the dimensionality of highly dimen-
sional data. This method is characterized by its power and
efficiency in producing very low error rates, especially when
we reduce a large-dimensional data space to a medium
dimensional space of data. Fig. 2 illustrates the steps of
the proposed meteorological prediction approach.
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Random Projection Data setsFull Data Set

Training 

Set

Testing 

Set

Training 

Set

Testing 

Set

Prediction 

results 

Evaluation

Figure 2. Implementation process of the suggested prediction ap-
proach

To make weather forecasts, the input weather big data
has a large number of characteristics such as:

• date;

• time of day;

• air temperature;

• precipitation;

• air pressure;

• wind;

• air density;

• cloud cover;

• radiation surface;

• humidity;

• insolation;

• snowfall and snow depth;

• frost;

• etc.

Some of these parameters are even aggregated and can
be broken down. For example :
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– air temperature is broken down into maximum, min-
imum and average temperature, ...

– the wind is broken down into surface wind, wind at
a given height, ... and for each type of wind there is
the speed, the direction, ...

– etc.

The first step of the proposed approach is then pre-
processing data and the extraction of features using the PCA
method. The aim is to remove irrelevant information from
the data set and to convert the unstructured data set into a
structured data set.

PCA is an unsupervised feature extraction technique for
converting irrelevant data sets into low-dimensional data
with the least amount of error [5]. We chose the PCA
method because it is a statistically rigorous approach to
simplify the data and generate a new collection of vari-
ables called the principal component. Using this method,
each generated component is proportionally related to the
original variables. Another advantage of PCA is that the
principal components of each data set are orthogonal to each
other, so that there is no redundant data after preprocessing.
The output of the data pre-processing step with PCA is a
complete data set, but also reduced data sets obtained using
the Random Projection dimensionality reduction method
with well-defined reduction rates.

Once the data set is obtained, the next step is to use
it by classifiers for evaluation. For this, two types of
evaluation are proposed. The first evaluation is conducted
by creating machine learning models using the complete
data set. The second evaluation is conducted by creating
machine learning models using reduced data sets obtained
by the Random Projection dimensionality reduction method.

The selected classifiers are used to learn a model from
the data sets obtained in the previous steps. Thus, the De-
cision Tree and Naı̈ve Bayesian classifiers are used for the
experimental evaluation. We chose the Decision Tree as the
first algorithm because it is a more flexible algorithm that
requires little data preparation and can be employed in tasks
requiring both classification and/or regression operations. In
addition, we chose the Naı̈ve Bayesian algorithm because
it is a probabilistic algorithm that has the advantage of
using relatively little training data to estimate the parameters
needed for classification.

Finally, the evaluation of the prediction results obtained
following the application of the Decision Tree and the Naive
Bayes algorithms on the different data sets (full data set and
reduced data sets) will allow us to analyze the effect of data
sampling on the improvement of the performance related to
machine learning algorithms in the production of weather
forecasts.

Section 4 below details the experimental setup adopted

and Section 5 below presents and discusses the prediction
results obtained by the algorithms used on the basis of
the two types of data sets (full original data set and after
reduced data sets).

A. Random Projection Technique
For high-dimensional data analysis, the Random Pro-

jection technique is thought to be the most effective, un-
derutilized feature extraction method. This technique is
characterized by data independent projection aspect, simpler
computation specification and distance preserving property
property [21]. The idea behind this technique is to project
the data onto a seemingly random subspace, that preserves
the Euclidean distances that separates pairs of points further
to a projection [23] [26].

The random projection method is based on the Johnson-
Lindenstrauss lemma. This theory states that the tiny set
of high-dimensional points can be merged into a more
manageable subspace, and it also roughly preserves the
distance with a higher probability. According to the the said
lemma, for a set of N points in p dimensions, the Euclidean
distances involving two data points can be preserved by a
linear translation into a q-dimensional random subspace up
to a factor 1 ± ϵ if the estimated number of dimensions is
as follows:

q ≥
log n
ϵ2

(1)

where ϵ is a small constant such that 0 < ϵ <1 [27]. This
means that the original dimensionality is not relevant for
distance preservation. What is important is the total of
points that are projected, but also the precision with which
the distances will be preserved.

Consider the data set : X = {x1, x2, ...., xn}. Each point
is a vector of dimension p such that xi ∈ Rp. We want to
reduce the data to a space of dimension q such that 1≤ q<p.
Therefore, dimensionality reduction by random projections
consists of the following steps [23]:

• Step 1: place the data in a matrix p×n where n is the
number of data points and p is the dimensionality of
the data;

• Step 2: create a q×p random projection matrix R∗ by
means of the MATLAB function randn (q, p);

• Step 3: to project the data downward into a random
projection space, multiply the original data by the
random projection matrix:

X∗q×n = R∗q×p ∗ Xp×n (2)

These actions therefore amply demonstrate that the data
translation into a random projection area is a straightforward
matrix multiplication while maintaining the distance.

B. Decision Tree Algorithm
Considered as a supervised machine learning algorithm,

Decision Tree adopts a tree structure to continuously seg-
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Figure 3. Decision tree for weather forecasting [32]

ment data based on a certain parameter. This algorithm is
one of the most powerful solution and famous machine
learning algorithms. It is employed in numerous real-world
applications and is utilized to tackle regression and classi-
fication difficulties [2].

To implement the decision tree model, the following
steps should be followed [5] [28]:

– Step 1: Sort out the best component in the given data
set that can be designated as the root hub;

– Step 2: Subsets are created by separating the acces-
sible data set for preparation;

– Step 3: A singular subset must have comparative
qualities for a component;

– Step 4: Apply the above steps several times until you
find the terminal hub for each part of the tree. The
terminal hubs will contain the expected qualities.

This algorithm was used in this study as it has been used
in several weather forecasting models and has been shown
to have high predictive performance capabilities [2] [29]
[30] [31]. The weather data is simply visualized as a tree.
The tree consists of several branches except for one branch
with certain conditions (as if, otherwise). Fig. 3 below
shows an example of a decision tree for weather forecasting
(predicting weather based on temperature). Four types of
weather are represented in the decision tree: Hot, Full Hot,
Full Cold and Snow Fall. The top node is considered the
root node.

C. Naive Bayes Algorithm
Considered as one of the most popular and efficient

algorithms of classification tasks, the principle of Naı̈ve
Bayes algorithm is based on the Bayesian theorem related
on probability theory established by the Reverend Thomas
Bayesian. For this theorem, hypothesis’ likelihood depends
on both newly available information and existing knowl-

edge. This may serve as a comprehension tool of how
the probability of a theory being true is impacted by new
evidence. Naı̈ve Bayesian algorithms have been used in
many fields, namely biology, transportation, medicine, agri-
culture, meteorology, etc. In contrast to general Bayesian
networks algorithm, Naı̈ve Bayesian classifiers are charac-
terized by their simplicity of construction, thus requiring
little background knowledge in the domain. Furthermore,
naive networks classifiers have a very constrained spatial
and temporal complexity [33].

Naı̈ve Bayesian handles large data sets well and can
deal with unrelated data. The Bayes’ theorem equation is
formulated as follows (where Y is the class label and X
represents the input vector including the data) [34]:

P(Y | X) =
P(X | Y)P(Y)

P(X)
(3)

where :

– P(Y|X): it stands for the prior probability of the
hypothesis Y given that the X is true;

– P(X|Y): it stands for the likelihood of the X given
that the hypothesis Y is true;

– P(Y): it stands for the prior probability of the hypoth-
esis Y;

– P(X): it represents the prior probability that the X is
true.

This formula appears simple but has enormous practical
significance in multiple applications. It is at the heart of
Bayesian statistics, and is used to calculate the probability
of a given event based on earlier empirical data-based
probabilistic estimates. Indeed, the probabilities P(X|Y),
P(Y) and P(X) are often easier to calculate when the
requirement is the probability P(Y|X) [33]. However, with
Naı̈ve Bayesian classifier, the classification task requires
several indices to determine which class is suitable for the
sample under analysis [34]. Therefore, the previous formula
must be adjusted in the following equation:

P
(
Y j | X1, . . . , Xn

)
=

P(Y)P
(
X1, . . . , Xn | Y j

)
P (X1, . . . , Xn)

(4)

The Y j variable constitutes the class, whereas the
X1, ..., Xn variables constitute the data to classify charac-
teristics.

4. EXPERIMENTAL SETUP
In this present section, we study the experimentation

of the suggested approach. To do so, we first describe the
data set used in this experimentation. Then, we describe and
analyze the results of the experimentation conducted.
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TABLE I. WEATHER DATA SET OVERVIEW

Year Month Day Hour Temp Precip Wind Humid Press Visib ...
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
2022 1 1 0 11 0 11 1030 10
2022 1 1 1 13 0 24 74 1029,4 10
2022 1 1 2 13 0 22 1029 10
2022 1 1 3 13 0 26 1028 10
2022 1 1 4 12,2 0 19 77 1028,9 10
2022 1 1 5 12 0 19 1028 10
2022 1 1 6 12 0 17 1028 10
2022 1 1 7 11,2 0 15 81 1029,3 10
2022 1 1 8 11 0 13 1029 10
2022 1 1 9 11 0 17 1030 10
2022 1 1 10 12,8 0 17 77 1031,1 28
2022 1 1 11 15 0 17 1031 10
2022 1 1 12 17 0 17 1031 10
2022 1 1 13 18,3 0 17 56 1031 40
2022 1 1 14 19 0 7 1030 10
2022 1 1 15 19 0 6 1029 10
2022 1 1 16 18,1 0 11 62 1029,6 30
2022 1 1 17 17 0 11 1029 10
2022 1 1 18 15 0 9 1030 10
2022 1 1 19 13,8 0 6 78 1030,4 28
2022 1 1 20 13 0 6 1030 10
2022 1 1 21 12 0 9 1030 10
2022 1 1 22 11,2 0 9 85 1030,9 17
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

A. Data Set Description
To test the proposed approach, the data set used consists

of meteorological data extracted from a number of websites
presenting meteorological information on cities in Morocco.
It is a weather directory that contains the weather data for
more than 260 cities and villages in Morocco.

This data set is obtained using the web scraping tech-
nique. To achieve the scraping of the information from the
web source, the source code of the HTML pages is extracted
to correctly analyze where the tags and data are located.

The file format used is CSV (Comma Separated Values).
The file contains 2500 rows and 35 columns. An extract of
the data set used is shown in Table 1.

The meteorological dataset used in this study is for the
city of Tangier (in the north of Morocco) and was collected
from meteorological web sources on an hourly scale and
covers the period from January 2018 to January 2022.

The last column of the dataset contains the meteoro-
logical classification corresponding to the data in each row.
Thus, the dataset contains 7 weather classifications, namely:
sun, partly cloudy, cloudy, fog, drizzle, rain and snow.

For the analysis of these data, the data from the two data
sets (the full data set and after the reduced data sets) were
divided into test data and training data. For each data set,
we used 20% of the data for testing, and 80% for training
the models for the two machine learning classification
algorithms (Decision Tree and Naı̈ve Bayesian).

B. Experimentation Methodology
The objective of the conducted experiment is to study

and analyze the influence of dimensionality reduction on

TABLE II. CONDUCTED EXPERIMENTATIONS

Decision Tree
classifier

Naı̈ve Bayes
classifier

Experiment -1-
(Full Data Set)

100% of the
Data set

100% of the
Data set

75% of the
Data set

75% of the
Data set

50% of the
Data set

50% of the
Data setExperiment -2-

(Reduced Data Set) 25% of the
Data set

25% of the
Data set

the performance of machine learning classifiers. After pre-
processing the weather data with the PCA method by
removing attributes deemed irrelevant and undesirable, two
kinds of data sets were created: the full data set and after the
reduced data sets obtained using the ”Random Projection”
method with reduction rates. The data sets are then used
by two machine learning classifiers: Decision Tree and
also Naı̈ve Bayes to evaluate whether the dimensionality
reduction of the of the weather data maximizes the perfor-
mance of the models created (and thus improves the weather
forecast). This led us to conduct two experiments:

– In the first experiment, the full data set (100% of
the original data set) is used to develop machine
learning models for weather prediction using the two
classifiers: Decision Tree and Naive Bayes;

– In the second experiment, reduced data sets (with
reduction rates of 25%, 50% and 75%) obtained with
the Random Projection method are used to develop
machine learning models for weather prediction using
the same classifiers: Decision Tree and Naive Bayes.

The experiments of the two machine learning classifiers
are presented in Table 2 according to the different types of
data set used.

In the first experiment (Table 2), the machine learning
models were run 20 times (for each classifier) and the
average accuracy was retained.

Similarly, in the second experiment (Table 2), for each
reduced data set, the machine learning models were run
20 times (for each classifier) and the average accuracy was
retained.

Thus, the two experiments resulted in a total of 160
runs (40 runs in the experiment n°1 and 120 runs in the
experiment n°2). We multiplied the number of runs and took
the average accuracy because we believe that repeating the
runs will give more confidence in assessing the accuracies
of the models created and avoid any biased or random
results.

In the following section, the average training accuracy
values of the two classifiers in the two experiments are
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TABLE III. ACCURACY OF THE DECISION TREE CLASSIFIER
WITH THE FULL DATA SET AND THE REDUCED DATA SETS

Data Set
percentage

Decision Tree
classifier accuracy

25% of the original Data set 72.5 %
50% of the original Data set 78%
75% of the original Data set 77.9%
100% of the original Data set 78.4%

presented and discussed.

5. RESULTS AND DISCUSSION
Following the experimentation conducted, a variety of

results were obtained by training the models with 80%
of the data and testing them with 20% of the data in
the different cases. This section presents and evaluates the
developed models.

The first results concern the evaluation of the Decision
Tree classifier applied on the full data set and on reduced
data sets obtained by reducing the dimensionality with the
Random Projection method with the following reduction
rates: 25%, 50% and 75%. For each data set, the execution
of the machine learning model was repeated 20 times and
the average accuracy was used.

The measure of performance of the generated models is
obtained by using the accuracy metric. The accuracy repre-
sents the total proportion of observations that were correctly
predicted mathematically and is defined as follows:

T P + T N
T P + T N + FP + FN

(5)

where the TP denotes “True Positive”, the FP stands for
“False Positive”, the TN signifies “True Negative” and the
FN refers to “False Negative”.

The Table 3 presents the accuracy of the Decision Tree
classifier used with the different data sets (the full data set
and the reduced data sets employing Random Projection
technique).

The Fig. 4 illustrates the accuracy of the Decision Tree
classifier used with the different data sets (full data set and
reduced data sets with the Random Projection technique).

The average accuracy of the Decision Tree classifier
when using the full data set is around 78.4%. This accuracy
decreased slightly when the classifier used 75% of the
original weather data set. However, with only 50% of the
original weather data set, the accuracy returns to increase
again to 78% with a negligible difference (0.4%) to the
accuracy obtained with the full data set. What is also
noticeable is that the accuracy dropped sharply when only
25% of the original data set is used.

Superficially, it appears that the Random Projection
sampling technique did not contribute significantly to en-

68

70

72

74

76

78

80

25% 50% 75% 100%

A
c
c
u

r
a

c
y

(%
)

% of Data Set

Decision Tree classifier

Figure 4. Measuring the accuracy of the Decision Tree classifier with
the full data set and reduced data sets

TABLE IV. ACCURACY OF THE NAÏVE BAYES CLASSIFIER
WITH THE FULL DATA SET AND THE REDUCED DATA SETS

Data Set
percentage

Naive Bayes
classifier accuracy

25% of the original Data set 80.9%
50% of the original Data set 83.9%
75% of the original Data set 83.5%

100% of the original Data set 81.6%

hance the performance of the used Decision Tree classifier.
However, the in-depth analysis of these results allows us to
conclude that, even with the slight decrease in performance
of the model generated with 50% of the data compared
to the one generated with the full dataset, the Random
Projection sampling technique has allowed a considerable
reduction in terms of processing resources used.

Specifically, this implies that with large amounts of
data, the data sampling technique provides the advantage
of saving processing resources without overly influencing
the performance of the generated prediction models. This
proves the potential of using sampling approaches for pro-
cessing meteorological big data by reducing the processing
resources without much affecting the weather forecast.

As for the evaluation of the Naı̈ve Bayes classifier, it is
also applied to the full data set and to the reduced data sets
obtained by sampling the data with the Random Projection
method with reduction rates of 25%, 50% and 75%.

As with the Decision Tree classifier, the execution of
the models generated with Naı̈ve Bayes was repeated 20
times for each data set (complete or reduced) and the
average accuracy was used. The performance measure of
the generated models is also calculated using the accuracy
metric. Table 4 presents the accuracy of the used Naı̈ve
Bayes classifier used following the different data sets (full
data set on the one hand and reduced data sets with the
Random Projection technique on the other hand).

The Fig. 5 illustrates the accuracy of the used Naı̈ve
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Figure 5. Measuring the accuracy of the used Naı̈ve Bayes classifier
with the full data set and the reduced data sets

Bayes classifier and this according to the different types of
data sets (full data set on the one hand and reduced data sets
with the Random Projection technique on the other hand).

When the full data set is employed, the accuracy of
the Naı̈ve Bayes classifier is around 81.6%. However, the
scenario of this experiment has a different behavior than
the one found with the Decision Tree classifier, and the
Random Projection sampling technique brought advantages
to the performance of the Naı̈ve Bayes classifier. Indeed, the
accuracy increased to 83.5% when the data set is reduced to
75% of the original data. With the data set further reduced
to only 50%, the performance becomes even the best among
all cases and the accuracy of the generated model reaches
83.9%.

This discrepancy in accuracy raises a major question
about the importance of using the full data set for the
analysis of meteorological big data for forecasting purposes,
since sampling these big data can provide even better model
performance and consume fewer processing resources.

Indeed, the achievement of better weather forecasts with
at least two reduced data sets (75% and 50%) is a good in-
dication that data sampling techniques can contribute to the
improvement of weather forecasts while saving processing
resources. Furthermore, the existence of low performance
with too small data sets (case where the data set is reduced
to only 25%) can be justified by the fact that with these
small data sets some valuable data is lost.

We therefore conclude that, when used in the processing
of meteorological big data, sampling techniques could pro-
vide valuable improvements in weather forecasting. How-
ever, the tuning of the classifier for the reduction of the
original data set (i.e. choice of the reduction threshold)
remains another aspect to be studied.

Fig. 6 shows a comparison of the accuracy of both
Decision Tree classifier and Naı̈ve Bayes classifier with
different data sets (the full data set and the reduced data
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Figure 6. Comparison of the accuracy of Decision Tree and Naı̈ve
Bayes classifiers with and without Random Projection

sets with Random Projection).

In Fig. 6, we can easily see that, with different data
sets, the overall accuracy of the Naı̈ve Bayes model is more
important than that of the Decision Tree model. With a data
set reduced to only 25%, the gap between the performance
of the Bayes model and that of the Decision Tree model
is wider (about 8.5%). But as the data increases, this gap
becomes tiny (about 3% with the full data set, which is
negligible). This comparison highlights the contribution of
the dimensionality reduction approach (in particular Ran-
dom Projection) in improving the performance of Machine
Learning models in the analysis of big weather data and
thus improving weather forecasting results.

6. CONCLUSION AND FUTUR WORK
Weather forecasting plays a decisive role in the lives

of individuals and organizations. Today, these weather
forecasts are in many cases made using machine learning
models that use big weather data from a variety of cir-
cumstances related to the environment over a long period
of time and that include weather parameters that vary
over time. Applying traditional machine learning models
to this complicated and poorly structured data can lead to
inaccurate weather forecasts.

This study analyzed the contribution of large data
sampling techniques, in particular the Random Projection
method, on improving the performance of Machine Learn-
ing models used in weather forecasting. Thus, two algo-
rithms of machine learning (Decision Trees and also Naive
Bayes) are used with a full data set and with reduced data
sets (at 25%, 50% and 75%) with the Random Projection
method to predict the weather.

With reduced data sets (75% and 50%), the Naive Bayes
classifier performed better (over 83%) compared to the
case where the full data set is used (81%). This proves
that sampling weather data can provide even better model
performance with less processing resources, which raises
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the question of whether it is worth using the full data set
for weather big data analysis.

Furthermore, when using the Decision Tree classifier
with reduced data sets (75% and 50%), the difference in
performance compared to the case where the full data set is
used is only about 3%, which is negligible. Therefore, the
Decision Tree based model can also be considered as an
efficient weather forecasting model since it minimizes the
processing resources without affecting the weather forecast-
ing performance too much.

As can be concluded, dimensionality reduction in gen-
eral is a useful tool to enhance the performance of machine
learning models used in weather forecasting while reducing
processing resources.

However, weather forecasting remains an open challenge
for future research on several levels. Weather forecasting
by taking other attributes and using other dimensionality
reduction methods are the research work we are considering
in the future.

References
[1] M. Fahim, A. E. Mhouti, T. Boudaa, and A. Jakimi, “Modeling and

implementation of a low-cost iot-smart weather monitoring station
and air quality assessment based on fuzzy inference model and mqtt
protocol,” Modeling Earth Systems and Environment, pp. 1 – 18,
2023.

[2] I. Oshodi, “Machine learning-based algorithms for weather forecast-
ing,” International Journal of Artificial Intelligence and Machine
Learning, 2022.

[3] C.-H. Lee, S. Lin, C.-L. Kao, M.-Y. Hong, P. Huang, C.-L. Shih,
and C.-C. Chuang, “Impact of climate change on disaster events
in metropolitan cities -trend of disasters reported by taiwan na-
tional medical response and preparedness system.” Environmental
research, vol. 183, p. 109186, 2020.

[4] V. Ramachandran, R. Ramalakshmi, B. P. Kavin, I. Hussain, A. H.
Almaliki, A. A. Almaliki, A. Y. Elnaggar, and E. E. Hussein,
“Exploiting iot and its enabled technologies for irrigation needs in
agriculture,” Water, 2022.

[5] S. Sen, S. K. Saha, S. Chaki, P. Saha, and P. Dutta, “Analysis
of pca based adaboost machine learning model for predict mid-
term weather forecasting,” Computational Intelligence and Machine
Learning, 2021.

[6] C. M. Liyew and H. A. Melese, “Machine learning techniques to
predict daily rainfall amount,” Journal of Big Data, vol. 8, pp. 1–11,
2021.

[7] S. Madan, P. Kumar, S. Rawat, and T. Choudhury, “Analysis of
weather prediction using machine learning & big data,” 2018 Inter-
national Conference on Advances in Computing and Communication
Engineering (ICACCE), pp. 259–264, 2018.

[8] S. Vannitsem, J. B. Bremnes, J. Demaeyer, G. R. Evans, J. R.
Flowerdew, S. Hemri, S. Lerch, N. M. Roberts, S. E. Theis,
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