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Abstract: Based on the hardness of decoding noisy codewords, coding theory was recently recognized as a potential and well 

established cryptographic primitive. While keeping the benefit of decoding noisy codewords, coding theory may be utilized to develop 

implementable homomorphic encryption systems with restricted capacity. Using error correction codes (ECC), a code-based 

homomorphic encryption system [1] [2] has been proposed and implemented. These designs have evolved into intriguing attempts at 

developing an implementable partial homomorphic encryption (PHE) method that does not require a computationally demanding 

bootstrapping phase. The techniques allow for unlimited number of addition operations while keeping the ciphertext size constant.  

However, using the existing schemes, multiplicative homomorphism is not instantly malleable. The current study is an effort to provide 

a system for designing an fully homomorphic encryption (FHE) utilizing any error correcting code based on coding theory. The 

development of a code-based homomorphic encryption scheme with homomorphic addition operations is a straightforward approach, 

however homomorphic multiplication is not possible with existing developments. The current work tries to show that a Reed-Muller 

(RM) error correcting code may be utilized to successfully develop multiplication operations, therefore transforming it fully 

homomorphic. While keeping the benefit of computational cost of ECC, the code-based homomorphic encryption method is effectively 

turned into the RM code -based FHE scheme (RMFHE). The RMFHE structure has been theoretically proven, and extensive 

experiments at various security levels have been conducted [14]. In this study, the hardness of RMFHE scheme to an attacker is reduced 

to the intractable decisional synchronized codeword problem (DCSP). 
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1. INTRODUCTION 

Homomorphic encryption (HE) is a powerful 

cryptographic primitive used in cloud computing to 

provide privacy and secrecy. In recent decades, HE in cloud 

computing has been an active study topic. To ensure 

privacy and security, cloud computing employs a unique 

type of encryption [3]. The Homomorphic encryption 

enables other parties to perform computations on ciphertext 

without knowing its underlying information. Fully 

homomorphic encryption (FHE) is a kind of HE that 

permits arbitrary calculations on encrypted data.  

Gentry created the first FHE in 2009. Later, with 

specific security assumptions, multiple theoretical and 

practical FHE scheme designs were built based on various 

mathematical and theoretical difficulties. 

 

Later advances to increase the efficiency of practical 

Gentry job implementation. It has been a key focus of study 

to improve the efficiency of Gentry's work, which was 

created based on ideal lattices, by Smart et al. [5], Gentry 

and Halevi [4]. 

 

 
Figure. 1:  FHE families after Gentry’s break through 
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Since the development of the NTRU system, 

cryptography has also utilized ideal lattices [6].  Because 

they feature an extra structure that improves their 

representation and allows for quicker computations, ideal 

lattices are more powerful than regular lattices. 

Similarly, Van Dijk et al. [7] developed FHE over 

integers based on Approximate GCD problems, Brakerski 

et al. [8] developed FHE over integers based on Ring 

Learning with Error (RLWE) issues, and López-Alt et al. 

[9] proposed a NTRU-like FHE. These are the principal 

varieties of FHE families, and all related works are 

classified into four major groups, as shown in Figure 1.  

Apart from these constructions, based on Gentry's 

break through seminal work [10], a homomorphic 

encryption approach based on coding theory concept [1] 

[11] has been developed. 

The core public key concepts are limited in code-based 

public key HE systems [1]. Armknecht et al. proposed an 

alternative HE technique based on error correcting codes 

(ECC). The system is confined to the building of symmetric 

key homomorphic encryption due to structural 

considerations; it allows a specific number of new 

encryptions; and it is incompatible with bootstrapping. 

However, with certain pre-computations, the approach may 

be implemented using any error correction technique, with 

practical execution of various functions like encipherment, 

decipherment and homomorphic operations completed in 

less than one second [2]. On the contrary, the degree of the 

product codeword will be raised for homomorphic 

multiplication operations, implying that decoding the 

product codeword does not provide the product of its 

corresponding plaintexts. As a result, the method has not 

been improved to allow for unlimited multiplication 

operations. Under known attacks, a homomorphic 

encryption system based on Reed-Muller codes has been 

proposed and studied [13]. 

The FHE families are the primary attempts of FHE 

advances to solve concerns of efficiency, security, and 

practicality. The majority of those strategies focused on 

reducing key and ciphertext size, eliminating squashing 

techniques, accomplishing FHE creation without 

bootstrapping, reducing message expansion using packed 

ciphertexts, and obtaining mechanism with 

straightforward, easy, and quick calculations. Nonetheless, 

designing a technique which can manage all these 

challenges efficiently remains open. 

Contribution: The current work reported in this study 

aims to provide a fully Homomorphic encryption scheme 

with simple and quick calculations that is suitable for 

secure cloud-based activities. Appropriately, a new 

technique for development of FHE based on error 

correcting codes with simple decryption and reasonable 

time complexities is proposed [14]. The primary goal of 

this effort is to concentrate on the provable security of the 

RMFHE scheme, i.e., to make cracking the RMFHE 

scheme as difficult as solving the DSCP problem, which is 

known to be intractable. 

2. RM CODE (RMC) BASED HE SCHEME 

The RMFHE system is a code-based FHE symmetric 

key method that employs RM error-correcting codes. The 

RM code-based systems use the fundamental notion of 

coding theory-based encryption, in which the plaintext is 

encoded first to produce the codeword. The erroneous 

codeword is then computed by adding artificial errors to 

the codeword, which is then considered ciphertext, as seen 

in figure 2. 

In the ciphertext, error places are deemed bad, whereas 

rest (error-free positions) are considered good. A 

symmetric key determines the bad and good positions for 

each encryption. It is also feasible to fulfil the 

homomorphism by preserving error-free locations in the 

ciphertext using component-wise operations.  

An [𝑛, 𝑘, 𝑑 ] – code with 𝑘 < 𝑛, is a linear subspace 

𝒞 ∈  𝔽𝑞
𝑛 finite field of order 𝑞 , and it is true that 𝒘1 +

 𝒘2 ∈ 𝒞  and |𝒘1 +  𝒘2 | ≥ 𝑑  for any two codewords 

𝒘1, 𝒘2 ∈ 𝒞 . Here, every codewords 𝒘 ∈ 𝒞  are deemed 

Error-free or Correct codewords, but 𝒘 ∈ 𝔽𝑞
𝑛\𝒞  are 

assumed as Erroneous codewords. 

 
Figure. 2: Basic idea of RMFHE 

 

 Erroneous codewords are represented as  𝒘′ = 𝒘 +
𝒆, where 𝒆 ∈ 𝔽𝑞

𝑛\𝟎 is refereed to as the Error codeword 

or Error vector. In the error vector, the locations where 

errors taken place are called bad locations and are 
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represented as 𝑠𝑢𝑝𝑝(𝒆), whereas the rest are assumed as 

error-free or good positions and are represented as  𝐼 =
[𝑛]\𝑠𝑢𝑝𝑝(𝒆). For a linear code 𝒞, the set of erroneous 

codeword with error-free locations described by 𝐼  is then 

defined as follows: 

 

𝒞(𝐼) = {𝒘 + 𝒆 |𝒘 ∈ 𝒞, 𝒆 ∈ 𝔽𝑞
𝑛\𝟎, 𝑠𝑢𝑝𝑝(𝒆) ⊆  [𝑛]\𝐼} 

 

The message is recovered using a decoding algorithm 

from an erroneous codeword with known error positions 

only if |𝒆| < 𝑑. Decoding of  𝒘′ ∈ 𝒞(𝐼) is represented by 

𝐷𝑒𝑐𝑜𝑑𝑒(𝒘′ , 𝐼).   

 

The componentwise addition of two codewords 

 𝒘1, 𝒘2  ∈ 𝒞  results in a codeword 𝒘 ∈ 𝒞   which is 

considered as valid one, and sum of its underlying 

messages is obtained by decoding the resultant (valid) 

codeword, because the RMC-based HE scheme supports 

additive homomorphism. 

The scheme’s additive homomorphism is represented 

as 𝐷𝑒𝑐𝑜𝑑𝑒(∑ 𝒘𝑗
𝑙
𝑗=1  , 𝐼) = ∑ 𝒎𝑗

𝑙
𝑗=1 , assuming |𝐼|  error-

free locations are enough for uniquely decoding the 

codeword, i.e., number of bad locations (𝑛\|𝐼|) are less 

than 𝑑, where 𝒘𝑗 ∈ 𝒞(𝐼).  

In contrast to homomorphic addition, componentwise 

multiplication of two codewords  𝒘1, 𝒘2  ∈ 𝒞  may not 

produce a valid codeword and its decoding does not imply 

the product of its underlying messages. As a result, a 

proposal is presented to adopt a new structural 

representation of Reed-Muller codes to allow 

homomorphic multiplication by converting RMC-based 

HE schemes to FHE. 

3. RMC BASED FHE SCHEME (RMFHE) 

The primary goal of this study is to develop an FHE 

based on coding theory and error correcting codes. To 

accommodate unlimited Mod 2 multiplication operations 

over ciphertexts, the codeword is encoded as a matrix 

rather than a vector, which can be interpreted as a 

modification to the representation of the original 

codeword, and thus is named as Codeword matrix. 

Expanded codeword is an alternative name for Codeword 

matrix. The following is the formal definition of an 

expanded RM codeword: 

 

Definition. 3.1 Codeword matrix: 

Let 𝒞 ⊂ 𝔽2
𝑛  denotes a [𝑛, 𝑘, 𝑑]  a linear code, with 

minimum hamming distance 𝑑, then for 𝑘 < 𝑛. RMC in 

this instance,  is represented by 𝒞𝑀  and it consists of a 

collection of codeword matrices {W1, W2, W3, … }, where 

W𝑖 ∈ (𝔽2
𝑛)𝑘  obtained from 𝒎𝑖 × G𝑟𝑚  for the message 

𝒎𝑖 ∈ 𝔽2
𝑘 , 𝑖 = 1,2,3, … , and G𝑟𝑚 ∈ (𝔽2

𝑛)𝑘 is a generator 

matrix of 𝑅𝑀(𝑟, 𝑚) . For two codewords W1, W2 ∈ 𝒞𝑀 , 

W1 + W2 ∈ 𝒞𝑀  and W1 ∙ W2 ∈ 𝒞𝑀  i.e., both  

homomorphic addition and multiplication applies on the 

code 𝒞𝑀. 

 

A original RM codeword 𝒘 ∈ 𝒞 corresponding to the 

codeword matrix W ∈ 𝒞𝑀 , is immediately decodable 

using Reed-Muller majority logic. 

 

Definition. 3.2 Conversion of Codeword matrix to 

original RM 

Let W ∈ 𝒞𝑀  be a codeword matrix with set of vectors 

𝒘1, 𝒘2, 𝒘3, … , 𝒘𝑘, such that W = (𝒘1, 𝒘2, 𝒘3, … , 𝒘𝑘) ∈
(𝔽2

𝑛)𝑘 , 𝒘𝑖 ∈ 𝔽2
𝑛 , ∀𝑖 = 1,2, … , 𝑘 .  The original RM 

codeword 𝒘 ∈ 𝒞 is then produced by summing all of these 

vectors i.e., 𝒘 =  𝒘1 + 𝒘2 + 𝒘3 + ⋯ + 𝒘𝑘 . By using 

majority logic decoding, the plaintext is computed from 

RM codeword 𝒘 ∈ 𝒞. 

 

The code 𝒞𝑀  supports both addition and  multiplication 

operations over the codeword matrices. The addition of 

two codewords W1, W2 ∈ 𝒞𝑀  results in a codeword W ∈
𝒞𝑀 , and its decoding yields the Mod 2  addition of its 

underlying messages and is denoted as 

𝐷𝑒𝑐𝑜𝑑𝑒(∑ W𝑗
𝑙
𝑗=1 ) = ∑ 𝒎𝑗

𝑙
𝑗=1  where  W𝑗 ∈ 𝒞𝑀  and  𝒎𝑗 ∈

𝔽2
𝑘 . Similarly, multiplication two codewords  W1, W2 ∈

𝒞𝑀  produce a codeword W ∈ 𝒞𝑀 , and its decoding 

produce the multiplication of its corresponding messages 

and is denoted by 𝐷𝑒𝑐𝑜𝑑𝑒 ( ∏  W𝑗
𝑙
𝑗=1 ) = ∏  𝒎𝑗

𝑙
𝑗=1  where 

W𝑗 ∈ 𝒞𝑀 and  𝒎𝑗 ∈ 𝔽2
𝑘.  

 

In this scenario, codeword matrix W ∈ 𝒞𝑀 considered as 

an error-free, so its original RM codeword 𝒘 ∈ 𝒞  is also 

error free.  As a result, during majority logic decoding, all 

checksums of that codeword give the same value. In the 

codeword matrix W , if errors assumed in any columns 

imply the errors in its corresponding RM codeword at the 

same (column) positions. As a result, the relevant 

checksums (which are associated with errors) yield result 

that differ from other checksums. As a result, the plaintext 

bit shall be computed from the majority of all checksums. 

Because ECC are capable to auto correct, for each 

codeword, this decoding can correct up to (
𝑑

2
− 1) errors 

automatically. To convert this RM encoding to encryption, 

in specified (fixed) columns indicated by the secret key, a 

set of artificial errors must be inserted into the codeword 

matrix.  

 

The error (bad) and error-free (good) columns may be 

recognized using the secret key in this situation.  In our 

scenario, the codeword matrix with errors is referred to as 

erroneous codeword matrix which is represented by W', 

and is assumed as the ciphertext. These erroneous 

codeword matrices are represented by W'. For it to be 
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secure, the number of error columns containing artificial 

errors must exceed its auto correcting capability. 

The majority logic decoding can now be considered as 

decryption with known error and error-free positions 

(using secret key). In this case, the checksums associated 

with error positions are ignored, and the plaintext bits are 

derived as a majority of the rest where they all yield the 

same value. The codeword matrix's number of error 

columns must be fewer than the code's distance 𝑑. More 

than 𝑑 errors in the codeword matrix result in incorrect 

decryption. 

 

Definition 3.3. Erroneous codeword matrix: 

Let W ∈ 𝒞𝑀 is codeword matrix (error-free), for an error 

matrix E ∈ 𝔼, the erroneous codeword matrix is described 

as W′ = W + E. 

 

An error matrix E consists of collection of 𝑘 vectors and 

each of size 𝑛  bits, i.e., E = {𝒆1, 𝒆2, … , 𝒆𝑘 }, where 𝒆1 is a 

null vector and 𝒆𝑖 ∈ 𝔽2
𝑛 ∀𝑖 = 2, 3, … , 𝑘 is an error vector. 

For all error vectors 𝒆𝑖 ∈ 𝔽2
𝑛   where 𝑖 = 2, 3, … , 𝑘 , the 

error positions are fixed by secret key and these positions 

are represented by 𝑠𝑢𝑝𝑝(𝒆𝑖) . The rest are error-free 

(good) locations, and are indicated by 𝐼 = [𝑛]\𝑠𝑢𝑝𝑝(𝒆𝑖). 

Each error vector is made up of 0's in error-free positions 

and  0 or 1randomly in the error positions. 

 

For 𝐼 ⊂ [𝑛] , a collection of erroneous codewords is 

represented by 𝒞𝑀(𝐼) = { W + E | W ∈ 𝒞𝑀, E ⊂ 𝔼 , and  

any error vector 𝒆𝑖 ∈ E, ∀𝑖 = 2,3, … , 𝑘, 𝑠𝑢𝑝𝑝(𝒆𝑖) ⊆
 [𝑛]\𝐼}. Each W′ ∈ 𝒞𝑀(𝐼)is then decoded in two phases, 

and is denoted Decode(W', I). The message 𝒎 ∈ 𝔽2
𝑘 may 

then be retrieved from 𝒘′ using RM majority logic 

decoding after 𝒘′ ∈ 𝒞(𝐼)is generated from W′ ∈ 𝒞𝑀(𝐼)as 

defined in definition 3.2. 

 

The following Theorem 3.1 is given to describe the 

homomorphic addition and multiplication operations over 

erroneous codeword matrices. 

 

Theorem: 3.1 (Homomorphic Addition and 

Multiplication):  

Let 𝒞𝑀 be the RMC, for messages 𝒎𝑖 ∈ 𝔽2
𝑘 , W𝑖 ∈ 𝒞𝑀(𝐼) 

is the erroneous codeword . 

Code 𝒞M is closed under Addition and Multiplications: 

    ∑ W𝑗 ∈  𝒞𝑀(𝐼)ℓ
𝑗=1  and  ∏ W𝑗 ∈  𝒞𝑀(𝐼)ℓ

𝑗=1  

Code 𝒞M supports Homomorphic Addition: 

            𝐷𝑒𝑐𝑟𝑦𝑝𝑡(∑ W𝑗
ℓ
𝑗=1 , 𝐼) = ∑ 𝒎𝑗

ℓ
𝑗=1    

Code 𝒞M supports Homomorphic Multiplication: 

          𝐷𝑒𝑐𝑟𝑦𝑝𝑡( ∏ W𝑗
ℓ
𝑗=1  , 𝐼) = ∏ 𝒎𝑗

ℓ
𝑗=1    

As a result, the code 𝒞𝑀 – the original RM error correction 

code with modified representation of codeword structure 

in matrix form is suitable for construction of FHE 

schemes. 

 

RMFHE Scheme - Algorithm 

The RMFHE scheme is made up of four functions:  

̶ 𝐾 ← 𝑆𝑒𝑡𝑢𝑝(𝑟, 𝑚): Based on 𝒞 and its 𝒞𝑀, the 𝑆𝑒𝑡𝑢𝑝 

function choose a small integer 𝑡  smaller than 

distance 𝑑 of  𝒞 and  selects parameter 𝐼 of size 𝑡. It 

selects the permutation pattern 𝑆 for 𝒞𝑀 . 𝑆𝑒𝑡𝑢𝑝 

function returns the secret key 𝐾 = (𝐼, 𝑆) . 

̶ C ← 𝐸𝑛𝑐𝑟𝑦𝑝𝑡(𝒎, 𝐾) : 𝐸𝑛𝑐𝑟𝑦𝑝𝑡  function accepts 

two inputs: a plaintext 𝒎 ∈ 𝔽 and secret key 𝐾 =
(𝐼, 𝑆). It  initially computes a codeword W ∈ 𝒞𝑀  for 

a given plaintext 𝒎 using Encode function.  For an 

error matrix E ∈ 𝔼  with 𝑘  vectors (𝒆1, 𝒆2 … , 𝒆𝑘) , 

erroneous codeword W′ = W + E is then computed. 

The vector 𝒆1of E is a null vector, i.e., 𝒆1 ∈ 0𝑛 while 

the  subsequent vectors are error vectors 𝒆𝑖 ∈
𝔽𝑛 for each 𝑖 = 2, … , 𝑘 are randomly chosen vectors 

such that 𝑠𝑢𝑝𝑝(𝒆𝑖) ⊆ [𝑛]\𝐼. As a result, erroneous 

codeword W′ ∈ 𝒞𝑀(𝐼). To compute the ciphertext 

C ∈ (𝔽2
𝑛)𝑘, the permutation 𝜎𝑆 is applied to W′ , i.e., 

C = 𝜎𝑆(W′). 

̶ 𝒎 ← 𝐷𝑒𝑐𝑟𝑦𝑝𝑡(C, 𝐾) : 𝐷𝑒𝑐𝑟𝑦𝑝𝑡  function accepts 

two inputs: a ciphertext C and secret key 𝐾 = (𝐼, 𝑆). 

Using inverse permutation 𝜎𝑆
′, from ciphertext C the 

erroneous codeword W' is first generated. Then the 

plaintext 𝒎 is derived from the erroneous codeword 

W′ using decode function  𝐷𝑒𝑐𝑜𝑑𝑒(W′, 𝐼). 

 

̶ C′′ ← 𝐴𝑑𝑑(C, C′): The output ciphertext C′′ = C′′ =
(C +  C′), i.e., for the two specified input ciphertexts, 

it is computed as encryption of addition of its 

underlying  plaintexts.  

̶ C′′ ← 𝑀𝑢𝑙𝑡(C, C′ ): The output ciphertext C′′ =
C′′ = (C. C′) , i.e., for the two specified input 

ciphertexts, it is computed as encryption of 

multiplication of its underlying  plaintexts.  

4. SECURITY PROOF 

The RMFHE security is based on coding theory 

assumptions. The number of encryptions is limited to 

fewer than 𝑛 due to structural constraints of RM Code. 

Under these settings, it is possible to reduce its security to 

the known decoding problem. In the RMFHE scheme, the 

ciphertext is an erroneous codeword in which the error-

free (and error) positions and permutation pattern 

constitute a secret key.  

The use of permutation in particular is quite rare, 

providing additional security while making evaluation of 

security harder. To a certain extent, a weaker variation of 

the RMFHE scheme is investigated in this study. To be 

more specific, an attacker knows the permutation pattern 

in the weaker variant of RMFHE. Hence, while keeping 

the secret key (error-free positions in the codeword) 



 

 
http://journals.uob.edu.bh 

 

confidential, the permutation pattern is made available to 

the attacker. 

It gives the following insights:  

 The weaker variant of RMFHE may be reduced to 

the well-known decoding problem, i.e., decoding a 

noisy codeword without knowledge of the error-

free and error locations (secret key). 

 The best known technique for decoding a noisy 

codeword has been demonstrated to be intractable. 

[11]. 

Following that, it is said that discovering permutations 

is tough.  That is, keeping permutations hidden provides 

an extra degree of security. 

A. Weaker RMFHE equivalent to DSCP problem 

The ciphertext in RMFHE scheme is the erroneous 

codeword matrix which has errors in the columns indicated 

by the secret key. The errors that can be added in the 

columns are based on the master error matrix based on the 

structure of the generator matrix of the code. The main idea 

of RMFHE security proof is to identify the good and bad 

columns of the erroneous codeword matrix (ciphertext) as 

a solution, under certain conditions of the parameter 𝑡. The 

𝑡 is the number of good columns of an [𝑛, 𝑘, 𝑑] code �̌�𝑀. 

For 𝑡, 𝑡 ≥ (𝑛 −
𝑑

2
) the solution is polynomially bound by 

its majority logic decoding algorithm; and for 𝑡 < (𝑛 − 𝑑), 

the solution is not possible as it leads to incorrect decoding. 

Therefore, the number of good columns 𝑡 must be taken in 

between (𝑛 − 𝑑)  and (𝑛 −
𝑑

2
) , i.e.,  (𝑛 − 𝑑) < 𝑡 ≤ (𝑛 −

𝑑

2
). 

Now, it requires to try a set of 𝑡  columns of the 

erroneous matrix to solve for the solution. The same is 

applied to the remaining (𝑛 − 𝑡) columns to validate and 

check the solution. This process takes (
𝑛
𝑡

) iterations for all 

possible combination of 𝑡  columns out of 𝑛  columns, in 

order to correctly identify the good and erroneous columns. 

Hence, the total effort that is required to compute the good 

and erroneous columns is approximately equal to (
𝑛
𝑡

) ∙

(𝑛 − 𝑡) . From the current state of knowledge, the best 

known algorithm to solve this is as hard as the PR problem.  

In PR Problem, for given a set of instances with parameters 

𝑛, 𝑘, 𝑡 , 𝑡 ≥
(𝑛+𝑘)

2
, where 𝑛  is the total number of points 

given in the instance with at least 𝑡  number of points 

belong to the the polynomial of degree 𝑘, such that (𝑛 >
𝑡 > 𝑘), has a solution to recover 𝑡 points by checking all 

possibilities with complexity proportional to (
𝑛
𝑡

) . An 

adversary, applying Lagrange interpolation method, trying 

all possible subsets of size 𝑡  until finding the resultant 

polynomial agrees all points, takes combinatorial time, 

which is intractable. 

For every encryption in RMFHE, error-free (and error) 

columns stay in the fixed and consistent locations. 

Decoding many codewords with errors at certain locations 

all the time is therefore equivalent to computing plaintexts 

from several ciphertexts. It is a special decoding and is also 

known as decisional synchronised code problem (DSCP). 

In a nutshell, DSCP means a challenge to determine good 

and error locations in an erroneous codeword. It implies 

that once decoded, good and error positions may be clearly 

recognized. The ciphertext in RMFHE is an erroneous 

codeword matrix with extra errors embedded intentionally 

in the columns indicated with the secret key. Recognizing 

error-free and error columns in this instance is same as 

distinguishing error-free and error locations in DCSP. 

 As a result, the RMFHE security can be reduced to 

DSCP. 

 

Definition. 4.1 Decisional synchronized codeword 

problem (DSCP): 

Let �̌�𝑀  is used to represent an [𝑛, 𝑘, 𝑑]  code, the 

sampler 𝒮 is defined for an input (�̌�𝑀, 𝑡, ℓ) ∶ 𝑑
2⁄  ≤ 𝑡 < 𝑑  

and ℓ ≤ (
𝑑

2
− 1), as follows:  

1. Choose   𝐼 ⊂ [𝑛] of 𝑡 size at random. 

2. Choose ℓ codeword matrices W̌1, W̌2, W̌3, … , W̌ℓ  ∈

 �̌�𝑀  such that W̌𝑖 ≠ W̌𝑗  for every pair  𝑖, 𝑗 =

1,2,3, … , ℓ 

3. Select ℓ  distinct error matrices E1, E2, E3, … , Eℓ ∈
𝔼, for each first vector 𝒆1 of Eℓ is a null vector and 

each vector 𝒆𝑖 ∈ Eℓ  ∀𝑖 = 2,3, … , 𝑘 , 

𝒆𝑖| 𝑠𝑢𝑝𝑝(𝒆𝑖) ⊆ [𝑛]\𝐼. 

4. for  𝑖 = 1, 2, 3, … , ℓ , calculate C𝑖 =  W̌𝑖 + E𝑖 ∈
(𝔽2

𝑛)𝑘. 

5. Return  C ≔ (C1, C2, C3, … , Cℓ) ∈ ((𝔽2
𝑛)𝑘)ℓ. 

𝒮𝐵𝑎𝑑  and 𝒮𝐺𝑜𝑜𝑑  refer to two changes to the sampler 𝒮. 

𝒮𝐵𝑎𝑑  and 𝒮𝐺𝑜𝑜𝑑  operate similarly to the sampler 𝒮 ; 

however, each of the 𝒮𝐺𝑜𝑜𝑑  and 𝒮𝐵𝑎𝑑  samplers randomly 

chooses an extra input 𝑖 from 𝐼 and [𝑛]\𝐼 correspondingly 

and gives (𝑖, C) as output. (𝑖, C) is referred to as a DSCP 

instance. It differentiates between two samplers, 𝒮𝐵𝑎𝑑  and 

𝒮𝐺𝑜𝑜𝑑 . A probabilistic polynomial time algorithm (PPT 

algorithm) 𝐴 is described as 

𝐴𝑑𝑣
�̌�𝑀,𝑡,ℓ
𝐷𝑆𝐶𝑃,   𝐴 = |Pr [𝐴 (𝒮𝐺𝑜𝑜𝑑(�̌�𝑀, 𝑡, ℓ)) = 1]

− Pr [𝐴 (𝒮𝐵𝑎𝑑(�̌�𝑀, 𝑡, ℓ)) = 1]| 

The probability is determined using the random coins 

from 𝐴  and the samplers. With regard to a security 
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parameter 𝑠 , the DSCP[�̌�𝑀 , 𝑡, ℓ]  assumption holds if  

𝐴𝑑𝑣
�̌�𝑀,𝑡,ℓ
𝐷𝑆𝐶𝑃,   𝐴 = 𝑀𝐴𝑋𝐴 𝐴𝑑𝑣

�̌�𝑀,𝑡,ℓ
𝐷𝑆𝐶𝑃,   𝐴

 is negligible. 

Only when the sampler size is ℓ ≤ (𝑛 − 𝑡), i.e., ℓ ≤
𝑑 − 1 , an adversary have a negligible advantage in 

identifying good and bad positions in the original DSCP 

given by Armknecht et al [2].  In the scheme, an adversary 

has a negligible advantage in identifying error and error-

free columns only when the sampler size is ℓ ≤ (
𝑑

2
− 1). It 

is the foundation for RMFHE reduction proof. If an 

adversary discovers the error and error-free locations of a 

DSCP instance (with maximum of  ℓ  samples), it is 

likewise possible to detect the error and error-free columns 

of an erroneous codeword in an RMFHE instance with ℓ ≤

(
𝑑

2
− 1) sample size. 

As a result, cryptanalysis of RMFHE scheme for 

determining error-free and error locations (secret key) is 

equivalent to DSCP hardness. RMFHE is semantically 

secured as long as the weaker scheme is as hard as DSCP. 

In semantic security, even if the attacker has picked two 

plaintexts from the pool of plaintexts, it is important that no 

adversary obtain even partial knowledge of these plaintext. 

In a game, if the adversary catches this, he can take 

encryptions of plaintexts adaptively selected. The 

adversary must differentiate between the encryption of two 

randomly selected plaintexts. The given theory on the 

pseudo randomness of sampled instances is offered to 

demonstrate the security of sampled instances: 

Theorem. 4.1 

To distinguish between the uniform distribution 

 𝕌𝑘×𝑛
ℓ ∈ ((𝔽2

𝑛)𝑘)ℓ and 𝔻�̌�𝑀,𝑡,ℓ induced by sampler 𝒮 from 

definition 4.1, In this case, An adversary is a distinguisher 

denoted by   𝒜  and it holds that 

𝐴𝑑𝑣
�̌�𝑀,𝑡,ℓ
𝐷𝑆𝑇,   𝐴 = |Pr[𝒜(Č) = 1 | Č ← 𝔻�̌�𝑀,𝑡,ℓ]

− Pr[𝒜(Č) = 1 | Č ←  𝕌𝑘×𝑛
ℓ ]| 

𝒜  has 
1

2
  probability to determine it using the random 

coins. The 𝐷𝑆𝑇 assumption is true for a security parameter 

𝑠  if 𝐴𝑑𝑣
�̌�𝑀,𝑡,ℓ
𝐷𝑆𝑇,   𝐴 = 𝑀𝐴𝑋𝐴 𝐴𝑑𝑣

�̌�𝑀,𝑡,ℓ
𝐷𝑆𝑇,   𝐴

 is negligible. The 

distinguisher's advantage is is 𝐴𝑑𝑣
�̌�𝑀,𝑡,ℓ
𝐷𝑆𝑇,   𝐴 =

1

2
+ 𝜀( . ).  In 

terms of security parameters, the  𝜀( . ) function is 

negligible. 

Proof : The size of the input sample is ℓ, implying that 

the sample contains ℓ  possible matrices. There will be 

precisely 2𝑘−1 random matchings for each given candidate 

matrix of the input sample. The distinguisher provides no 

substantial advantage with maximum of ℓ  candidates 

because the size of  the key size is in between 𝑑/2 to 𝑑 −
1, 

By random coin problem, the distinguisher's advantage 

is 0.5  and over and above it he has negligible advantage, it 

is denoted as 𝜀(. ), where 

𝜀( . ) =  
ℓ. (2𝑘−1)

2𝑘. 2𝑘−1
=  

ℓ

2𝑘
  

Even when the security parameter is set to a smaller 

value, this 𝜀(. ) is insignificant.                                                 

■ 

In a controlled manner, random codeword matrices 

must be produced by an attacker in order to do the 

reduction. This is conceivable provided  that a special 

encoding of 0 ∈ 𝔽  supported by the codeword matrix, 

which is specified as follows: 

Definition 4.2 (Special Encoding of 0): 

�̌�𝑀   is a special evaluation code that come up with 

special encoding of 0, if  ∃W̌ = ( �̌�1, �̌�2, �̌�3, … , �̌�𝑘) ∈

�̌�𝑀 , such that �̌�1 +  �̌�2 + �̌�3 + ⋯ + �̌�𝑘 =  �̌�  and �̌� =
(𝑤1, 𝑤2, … , 𝑤𝑛) ∈ �̌� | 𝑤𝑖 ≠ 0 , ∀𝑖 ∈ [𝑛]  and 

𝐷𝑒𝑐𝑜𝑑𝑒(�̌�) = 0. 

The design of transformations on code matrices plays a 

significant part in the security reduction process, as seen 

here: 

Proposition 4.1. (Transformation  𝜏): 

Let  �̌�𝑀
2 ⊆ 𝒞𝑀  be a code which permits special 

encoding of 0, that means ∃W̌ = ( �̌�1, �̌�2, �̌�3, … , �̌�𝑘) ∈

�̌�𝑀 , such that �̌�1 +  �̌�2 + �̌�3 + ⋯ + �̌�𝑘 =  �̌�  and �̌� =
(𝑤1, 𝑤2, … , 𝑤𝑛) ∈ �̌� ∶ 𝑤𝑖 ≠ 0 , ∀𝑖 ∈ [𝑛]  and 

𝐷𝑒𝑐𝑜𝑑𝑒(�̌�) = 0. Then a transformation 𝜏: (𝔽𝑛)𝑘 × 𝔽𝑘 →
(𝔽𝑛)𝑘 (probabilistic mapping)  for every message 𝒎 ∈  𝔽𝑘 

as 

 The output of transformation 𝜏(V, 𝒎) is uniformly 

random vector, iff V ∈ (𝔽𝑛)𝑘  is uniformly random 

 For a codeword matrix V = (𝒘1, 𝒘2, … , 𝒘𝑛) ∈

�̌�𝑀(𝐼), the output of transformation W = 𝜏(V, 𝒎) 

is a codeword in �̌�𝑀(𝐼), i.e., V and W consists same 

error-free and error columns,. It is correct that 

generating codeword 𝒘   from W  and 

𝐷𝑒𝑐𝑜𝑑𝑒(𝒘, 𝐼)  gives the second input 𝒎  of 

transformation 𝜏 , i.e., W  is distributed uniformly 

over the set of encryption of  𝒎.  

 The outcome of transformation W = 𝜏(V, 𝒎) is a 

codeword in �̌�𝑀(𝐼)  for a codeword V =

(𝒘1, 𝒘2, … , 𝒘𝑛) ∈ �̌�𝑀(𝐼), which means that  V and 

W have the same error-free columns. It is correct 

that extracting codeword 𝒘   from W  and 

𝐷𝑒𝑐𝑜𝑑𝑒(𝒘, 𝐼)  yields the second input 𝒎  of 
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transformation 𝜏, i.e., W is distributed evenly over 

the set of encryption of  𝒎. 

Proof. Transformation 𝜏  takes (V, 𝒎)  as input and first 

selects the random codeword matrix W′ ∈ 𝒞𝑀 as encoding 

for 𝒎. The output W is then computed as W = W̌ ∙ V +

W′. Because W̌ is assumed to have all non-zero entries, 

the product W̌ ∙ V is uniformly random when V ∈ (𝔽𝑛)𝑘 is 

any uniformly random vector. As a consequence, W  is 

nothing more than a uniformly random shift of another 

uniformly random vector. 

In another scenario, V ∈ �̌�𝑀(𝐼)  is a noisy encoding of 

some unknown message �̃� under �̌�𝑀 . W̌ ∙ V ∈ 𝒞𝑀(𝐼)  as 

�̌�𝑀
2 ⊆ 𝒞𝑀, according to Theorem 3.1.  In terms of additive 

property, W ∈ �̂�𝑀(𝐼)  follows, and Theorem 3.1 implies 

that 

𝐷𝑒𝑐𝑜𝑑𝑒(W̌ ∙ V) = 𝐷𝑒𝑐𝑜𝑑𝑒(W̌) ∙ 𝐷𝑒𝑐𝑜𝑑𝑒(V) = 0 ∙ �̃� = 0 

This means that  

𝐷𝑒𝑐𝑜𝑑𝑒(W) = 𝐷𝑒𝑐𝑜𝑑𝑒(W̌ ∙ V + W′)

= 𝐷𝑒𝑐𝑜𝑑𝑒(W̌ ∙ V) + 𝐷𝑒𝑐𝑜𝑑𝑒(W′)

= 0 + 𝒎 = 𝒎 

As a result, W  is essentially the constant shift of a 

uniformly random encoding of 𝒎 , which proves it.         

                                                                      ■ 

Theorem 4.2. The RMFHE scheme 𝚂𝑅𝑀𝐹𝐻𝐸 = (𝑆𝑒𝑡𝑢𝑝,
𝐸𝑛𝑐𝑟𝑦𝑝𝑡, 𝐷𝑒𝑐𝑟𝑦𝑝𝑡, 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒) provides semantic 

security for the parameters (�̌�𝑀, 𝑡, ℓ) , provided the 

likelihood of distinguishing between encryptions is 

𝑛𝑒𝑔𝑙( )  and the number of queries is restricted to ℓ 

including the challenge query.   

Proof:  Consider 𝒜𝑆𝑆 to be a probabilistic polynomial 

time (PPT) adversary that breaks the semantic security of 

the RMFHE scheme 𝚂𝑅𝑀𝐹𝐻𝐸  in ℓ  number of queries, 

including the challenge query. Now, we show how to turn  

𝒜𝑆𝑆  in 𝒜𝑑𝑠𝑡  that distinguishes between the distributions 

between 𝔻�̌�𝑀,𝑡,ℓ  &  𝕌𝑘×𝑛
ℓ  as specified in Theorem 4.1. If 

the advantage to distinguisher 𝒜  is negligible, then it 

follows the same that the advantage to 𝒜𝑑𝑠𝑡  is also 

negligible. Consequently, this must be true for 𝒜𝑆𝑆 also to 

prove the semantic security.  

If C ≔ (C1, C2, C3, … , Cℓ) ∈  ((𝔽2
𝑛)𝑘)ℓ  is drawn from 

uniform distribution  𝕌𝑘×𝑛
ℓ  then C𝑙 ∈ (𝔽2

𝑛)𝑘  is uniformly 

random. As a result, the response C𝑙 is also independent of 

the challenge (𝒎0, 𝒎1) . Hence, 𝒜𝑆𝑆  cannot derive any 

information about 𝑏, demonstrating that his advantage is 

zero here. If C ≔ (C1, C2, C3, … , Cℓ) ∈ ((𝔽2
𝑛)𝑘)ℓ is drawn 

from 𝔻�̌�𝑀,𝑡,ℓ, then C𝑙 ∈ �̌�𝑀(𝐼) for secret key 𝐼. 

 The response C𝑙  is a valid encryption of 𝒎𝒍 . As a 

result, 𝒜𝑆𝑆   would see them as valid encryption, and for a 

given plaintext, any encryption might be feasible.   𝒜𝑆𝑆 has 

a non-negligible advantage in properly guessing 𝑏. 

The rest of the proof follows the standard arguments. 

𝒜𝑑𝑠𝑡  runs 𝒜𝑆𝑆  frequently enough to estimate 𝒜𝑆𝑆 ’s 

advantage. If advantage is negligible, 𝒜𝑑𝑠𝑡 assumes that C 

was uniformly sampled from ((𝔽2
𝑛)𝑘)ℓ . Otherwise, it 

thinks C was drawn from 𝔻�̌�𝑀,𝑡,ℓ 

5. CONCLUSION 

The work mainly focused on the construction of 

implementable FHE using error correction codes.  The 

FHE using Reed Muller codes (RMFHE) is devised and 

experimented with different parameters [14]. The structure 

of  Reed Muller codes represented in  matrix form  in order 

to support both Mod 2 addition and multiplication 

operations over the ciphertexts. RMFHE is proved 

semantically secured under decisional synchronized 

codeword problem (DSCP) through security reduction 

method. 
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