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Abstract:
Facial detection and recognition technology has progressed to the point where it may now play a crucial role in a variety of situations,
such as when an individual is required to identify themselves in a secure environment or when they seek social services. Biometrics
refers to unique qualities including face features, hand form, and even signatures. The discipline of ”biometrics” has a subset called
”face recognition.” In order to improve the context of face recognition, a camera may be used. The goal of this study is to build a model
of a Siamese neural network capable of facial recognition. This will be done by comparing two camera-taken pictures and figuring out
how similar they are to one another. With the use of this technique, a pre-possessed picture may be created and supplied to the model
for identification and prediction.
Keywords: Machine learning, Deep learning, Face Detection, face Recognition, Computer vision, Neural Networks, Siamese Neural
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1. Introduction
Currently, a person must provide identification in var-

ious situations: when entering an airport, when entering
military zones, when withdrawing cash from an ATM or
paying in stores, and when requesting social services. This
might result in a large number of codes and passwords
to memorize and safeguard. Researchers are familiar with
the term ”biometrics,” which refers to the identification
and authentication process involving converting anatomical,
morphological, or behavioural characteristics into digital
imprints. They intend to validate an individual’s unique-
ness by measuring an unchanging or unquantifiable bodily
trait. Behavioural biometrics focuses mostly on muscle and
motion control, such as a signature, keyboard, gait, and
voice. In contrast, physiological biometrics often rely on
fingerprints, the face, a palm print, DNA, and the iris. These
characteristics are approached as ”pattern recognition” is-
sues [1]. Facial recognition is a subset of biometric methods
used for ”identification” and ”authentication.”

For each schema, a gallery containing images of known
individuals is built prior to displaying the probing im-
age toward the system during the experiment. Intra-class
variations complicate face recognition. Face identification
generates a one-to-many similarity index to discover the
precise identity of a probing face picture. In contrast, face
verification calculates a one-by-one similarity index to as-
sess whether two images correspond to the same individual.

The second challenge is the similarity between classes
(between people or identities). For instance, twins, relatives,
and even strangers with different identities may share the
same physical characteristics. This suggests that variations
in lighting, facial expression, location, cosmetics, haircut,
age, etc., may cause an identity’s appearance to vary.

Convolutional neural networks (CNN) have gained pop-
ularity in recent years thanks to the emergence of deep
learning, the accessibility of large training datasets, and
hardware and computational power improvements. CNNs
are now one of the most commonly used models in
computer vision problems like image classification [2],
object detection [3], and image retrieval [4], among others.
Depending on how many classes or categories are available,
appropriate and diverse samples are required to streamline
CNN training and improve the efficacy of image classifi-
cation in publicly available datasets. The effectiveness of
face recognition is significantly decreased since, despite
the availability of many classes, there are occasionally not
enough samples to allow for reliable face identification.

This research provides a novel method for face iden-
tification and recognition utilizing transfer learning and a
Siamese Neural Network architecture, which comprises two
similar CNN networks. In the suggested model, two face
shots are input into the network. The network determines
whether the set of images depicts the same person by
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pulling traits from the images and producing a similarity
index.

This paper is organized into seven sections. A review
of the newest and most relevant studies is presented in
Section 2. Siamese neural networks are described in general
in Section 3. The suggested approach is outlined in Section
4. Sections 5 and 6 cover the empirical findings and
assessment, and Section 8 is devoted to conclusions and
suggestions for further research.

2. RelatedWork
When reviewing the traditional face recognition meth-

ods, we may observe how the principal component analysis
(PCA)[5] method decreases computation costs by modify-
ing the matrix. Nevertheless, external interference problems
remain, like an obstruction that would erase the underlying
spatial structure. Identifying the data’s actual subspace
structure is impossible when there is a disturbance. The
classic algorithm’s poor denoising impact on blurry im-
ages under non-restrictive face recognition situations, which
lowers identification accuracy, is the current challenge that
requires to be addressed .Tian et al. [6] innovated during the
preprocessing stage by suggesting the use of a minimum
representation for the picture deblurring approach. The
traditional Denoising method requires the use of several
relevant reference images as templates in order to obtain
a satisfactory result. The authors first perform the blur
removal programming method on the images using the
sparse representation because they were already of the non-
local self-similarity of the pictures. Once the images have
been represented locally, the local image segments that
come through the images’ self-similarity are used as an
input to the data thesaurus.

The image data-dictionary is constructed by utilizing
both the principal component analysis methodology and the
unsupervised clustering approach.Thus, It Can Be Consid-
ered That All Image Segments Are Similar.When interpret-
ing noisy inputs, the old, traditional method produces a
number of duplicated data, which lowers the algorithm’s
recognition effect and increases its computing cost. The
sampling rate of a signal is determined by its sparsity and
irrelevance rather than its breadth under the idea of com-
pressed sensing (CS)[7].In order to avoid the development
of significant volumes of duplicated data at the selection of
samples end and to reduce saving and computing expenses,
compressed sensing employs signal restoration at the output
to reduce the data [8]. The target individual’s face might be
in the unconstrained situation in real life, which could pre-
vent the facial recognition system from locating the person
or cause it to incorrectly identify them. Zhang [9] created
a middleman way for shared conversion of both visible
and near-infrared light via combined restrictions of the
image layer and the feature layer, through employing a
GAN (Generative Adversarial Network) regarding limit the
features of infrared and visible light pictures separately.

By increasing the sample size, employing adversarial

networks and improving the generative network with a
joint function, and via pedestrian significant point feature
information to lessen the impact of the backdrop are all
suggestions given by Liu et al.[10]. Zhao et al. [11] ex-
plains the fundamental characteristics of multi-pose faces
based on vector machines in order to overcome the low
recognition performance. Face recognition is performed
in uncontrolled environments by measuring the separation
between a person’s facial characteristics, employing filters
to separate the important features, obtaining their 3D data,
and normalizing their greyscale.

Deep learning’s advancement and innovation are built on
Neural Networks. Convolutional Neural Networks, Siamese
Neural Networks, and Deep Confidence Networks are just a
few of the deep learning network models that have emerged
as a result of deep network research. A deep confidence
network’s core is greedy layer-by-layer training of multi-
layer Restricted Boltzmann Machines (RBM). To train the
picture for unsupervised learning, the output of one layer
is used as the input of the next layer.This improves model
training’s efficiency and speed, while also solving the issue
of locally optimum solutions. Since then, progress in the
construction of deep neural networks has accelerated.In
addition, facial recognition accelerated development. Re-
searchers Zhou [12] and colleagues claimed that integrating
texture information derived from the LBP preprocessing of
the image as input to the deep confidence network will
improve the deep confidence network’s capacity to interpret
pictures. This would improve the efficiency of picture
identification and assist the deep Confidence Network with
its unsupervised training. Although the system is prone to
error, it could be more effective at recognizing objects when
there is a lot of background noise and data disturbance.
Additionally, it is simple to construct an absence detec-
tion scenario. A crucial and useful network model is the
Siamese Neural Network architecture.Hinton [13] combined
the Siamese Network with a Convolutional Neural Network
to create the Siamese Neural Network, which was then used
for face recognition.

The Siamese network was first created to evaluate
the legitimacy of U.S. check signatures. However, the
Siamese neural network’s creation was put off until 2010
due to technological constraints. Siamese neural networks
were utilized to determine picture similarity in the article
[14].Since then, due to the benefits of a clear model
structure, a reasonable amount of parameter possibilities,
and the coexistence of several network models, networks
have significantly improved at finding and following targets.
Xu et al. [15] implementing the Inception model with a
cyclic learning rate optimization technique into the Siamese
network to expedite training. Wu [16] integrated Siamese
and Convolutional Neural networks utilizing the local re-
sponse value normalization method to raise the eigenvalue
with significant input over the eigenvalue with little input,
accentuating the target’s features and assuring precise target
recognition.
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Siamese Neural Networks and spatial transformation
Networks have been combined, according to Shen et
al. [17], to execute adaptive picture changes that increase
accuracy and deal with image-target disruptions including
distortion and rotation. They applied Siamese Networks
as classifiers for image recognition. A Siamese Network’s
classification performance can be enhanced by manually
collecting the necessary benchmark samples, but this takes
more labour. Regularization is used in several studies to
increase the performance and generalization of deep learn-
ing algorithms and models.In order to enhance small batch
SGD through data intervention, Zheng et al.[18] developed
the concept of normalization in deep learning from the
perspective of consequence.In the training phase, they lever-
age the density difference between examples to identify
anomalies, and by penalizing the data in the pre-training
phase, they apply invisible regularization to improve feature
boundaries. By improving the normalization impact of small
batch SGDs and, as a result, the capacity for adaptation, data
intervention enhances algorithm performance.According to
the reference [19], they instead raise the likelihood that
the network structure will generalize across the training
and testing phases. Deep Learning generalization is also
utilized by the spectral interference-based secondary data
augmentation approach for automated modulation catego-
rization, citing [20]. This technique strengthens the signal
by including extra data in the radio transmission. The effi-
cacy and generalizability of the algorithm are then enhanced
by further data augmentation throughout the training and
testing phases.

The Siamese Neural Network implemented in [21] was
developed with Local Binary Pattern and Frequency Feature
Perception in consideration. Based on the Siamese Neural
Network, the network employs feature’s frequencies percep-
tion and uniform LBP algorithms to identify human faces
in open settings.

3. Siamese Neural Network
A Siamese network is a checking architecture that com-

bines the outputs of two concurrent neural networks, each
of which accepts a distinct input, to offer some prediction
by computing the similarity between the two pictures.

Siamese’s convolutional and pooling layers are in charge
of extracting features from the picture. The input will be
two photographs from the same class or other classes,
and Siamese will compute the similarity score between the
images of the various classes (in our case, each face is
considered a different class). If the two photos are from the
same class (i.e., identical), the output will be one; otherwise,
it will be zero (i.e., not identical); Siamese architecture
is similar to CNN architecture (convolutional and pooling
layers), with the exception that the Siamese network lacks
a softmax layer (only dense layers). The Siamese network
still requires a significant number of APN trios for training.
However, unlike classic datasets that require each image to
be tagged and labelled, creating training data is significantly

easier.

Max Pooling defines the maximum value for patches
of a feature map in order to produce a down-sampled
(pooled) feature map. It introduces a tiny level of translation
invariance, which implies that most pooled output values are
not significantly affected by small changes in the picture
[22]. After a convolutional layer, it has commonly used. A
layer that is deeply associated to the layer above it is said to
be completely connected, that is, each layer’s neurons are
interconnected with those in the layer above it. This layer
is the one that is most typically used in artificial neural
network networks. In a neural network, a layer is fully
linked when each input from that layer is coupled with each
activation unit of the layer above it.

A. Contrastive Loss Functions
Put differently. It is a distance-based loss used to learn

embeddings that take the network’s output and estimate
the similarity in which two similar points have a small
Euclidean distance, and two different points have a large
one. The loss is reduced if positive samples are encoded in
identical (near) forms and negative ones in dissimilar (far)
forms.

(1 − x)
1
2

(Dw)2 + (x)
1
2

max(0,m − Dw)2 (1)

Dw is calculated as follows and is referred to as the
Euclidean Distance:

Dw =

√
{Gw(y1) −Gw(y2)}2 (2)

Gw is the output of the network.

B. The triplet loss
The triplet loss trains the neural network by giving it

three inputs: a positive image, an anchor image, and a
negative image, Figure 1.

Figure 1. APN trios

The positive and anchor images have a short distance
and a high similarity score, however, the negative image is
substantially different from the anchor image, Figure 2.
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Figure 2. Triplet loss

In our case, a Siamese neural network for facial recogni-
tion is trained to comparison aspects of APN trios, the goal
is to compare an anchor and a good or negative impression
in terms of facial traits such as mouth shape, nose, brows,
and even the distance between the eyes.

λ(B, P,M) = max(∥ f (A)− f (P)∥2−∥ f (B)− f (P)∥2+Γ, 0) (3)

Where f(B), f(P), f(M) operate as the positive and negative
feature embedding for the anchor. The triplet’s distances
between similar and dissimilar pairings are ”stretched”
using the margin term Γ.

C. Siamese Network for Face Recognition
Two facial images are used as input for face recognition,

which will be processed by two related subnetworks of
the Siamese neural network. The design, parameters, and
weights of the Siamese network’s two subnetworks are iden-
tical. These subnetworks will generate encoding, calculating
the distance between the two inputs in Figure 3.

Figure 3. Siamese Neural Network

The Siamese neural network is similar to other convo-
lutional neural networks. It takes images as input and turns
their characteristics into numerical values. The distinction
is visible in the output treatment. Classic CNNs fine-tune
their parameters during training to correctly categorize each
picture. On the other hand, the Siamese neural network is
trained to compute the distance and similarity between the
characteristics of two input pictures. This network does not
assign an image to any of the output classes directly but
rather compares inputs using a similarity function Figure 4,
Table I, and Table II.

4. Methodology
This research aims to create a deep learning model that

can detect and recognize human faces from photographs
and videos or directly from a camera using a Siamese

Figure 4. Siamese network for face recognition

neural network. The model will be connected to a Kivy-
created application. Following that, the model will recog-
nize faces by displaying the value. For positive verifica-
tion, the model returns true; for negative verification, it
returns false. Python libraries used in this project:Keras[23],
TensorFlow[24], NumPy[25], Open CV[26], Google Colab-
oratory [27], Matplotlib[28], Kivy[29].

To create the model, we have to follow these steps:

A. Data set collection
In order to create a highly accurate model, we must

first collect an acceptable dataset for our problem. The
dataset consists of roughly, 8000 photos acquired from
the computer science department of Hassiba Benbouali
University, with each face having 10 samples taken from
different perspectives with varied attitudes and accessories
(hat, glasses). This dataset was gathered using a camera.
Figure 5 shows a sample of one face with various posi-
tions and accessories; this dataset comprises two categories
(positive and anchor), while the third class of negative data
will be retrieved from a source known as ”labelled faces in
the wild” [30] and utilized 10000 photos from this dataset,
Figure 6 and Table III summarizes the database .

Figure 5. Samples of the dataset LFW and computer science depart-
ment data

B. Data Preprocessing
Data Pre-processing is required to prepare data in a

deep learning model, so first, the array() method is used to
transform the data into NumPy arrays. Secondly, the value
of the picture is transformed into the array from integer to
float and divided by 255. As a result, each value now ranges

https://journal.uob.edu.bh



Int. J. Com. Dig. Sys. 14, No.1 889-897 (Sep-2023) 893

TABLE I. Layers of the networks

Type/stride Filter shape Input size

convolutional + ReLu 10*10 105*105
Max pooling 2*2 96*96

convolutional + ReLu 7*7 48*48
Max pooling 2*2 42*42

convolutional + ReLu 4*4 21*21
Max pooling 2*2 18*18

convolutional + ReLu 4*4 9*9

TABLE II. Output of Siamese Network

Type Output

Dense + L1 dist Feature Vector 4096
Dense + sigmoid 1*1

TABLE III. Summarize of the database

Dataset size 260.1 MB

Dataset type categorical
Dataset partition Anchor / Positive / Negative

Total number of instances 18000 Pictures
Images per partition Anchor 1000 Pictures

Positive 7000 Pictures
Negative 10000

Average number of images for each face, ∼10 pictures
Dataset sources Labelled faces in the wild

Computer science department - Chlef

Figure 6. Samples of one face

between 0 and 1. We must now import the dataset and use
the transform’s method to compress the picture size to 100
pixels in height and width for functional reasons.

A pre-processing function is made for loading the im-
ages from their directories, then resizing them and per-
forming some scaling by converting all the image values
from (0–255) to (0–1), which helps our neural network
optimize a lot easier because instead of having a vast range
of numbers, we only use 0 and 1, which effectively makes
gradient descent easier and results in a better performing

model. TensorFlow’s dataset generator enables us to apply
the preprocess method described over each case using our
anchor, positive, and negative classes. The image should be
scaled between 0 and 1. We split each pixel value, which is
typically between 0 and 255, to be between 0 and 1, which
scales our image.

We validate our picture by running it through our neural
network with an anchor image, and a positive result should
be 1 (confirmed), while a negative result should ideally be
0.

Furthermore, we use a function to process these direc-
tories, laminating our image as 100*100 pixels in three
channels.

C. Model Architecture
One of the most helpful layers in Keras for deep learning

applications is the embedding layer. There are two input
layers, each of which leads to a Siamese neural network
subnetwork (the subnetworks are identical in design, param-
eters, and weights and are referred to as ”twin networks”)
that generates embeddings. The layer uses a Euclidean
distance to integrate them, and the merged output is supplied
into the final network. It allows us to turn each image into
a fixed-length vector of a specific size. Finally, we build a
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distance layer and make a Siamese model, Figure 7.

Figure 7. Layer

D. Training
The Siamese neural network training technique to ini-

tialize the network using the loss function and the Adam
optimizer. After that, send the first and second images of the
image pair. Using the first and second picture outputs, the
loss is computing. Finally, the model’s gradients are deter-
mined, and we use an optimizer to update the weights. The
binary cross-entropy loss will be used to learn embeddings
where two similar points have a small Euclidean distance
and two different points have a sizeable Euclidean distance.
The optimizer adjusts the weight parameters to minimize
the loss function; Adam is a well-known gradient descent
optimization approach. It is computationally efficient and
uses very little memory. We can create a training loop. The
model was trained on Google Colab for 50 epochs over four
hours. 50 epochs imply that it will observe the dataset and
the labels 50 times, Figure 8.

Figure 8. Training

5. Model Evaluation
By evaluating the accuracy and recall values for the

recognition and classification performance parameters, this

part assesses the model. The accuracy of each instruction
differs significantly. This approach also aids in the detection
of overfitting, which occurs when a function is overfitted to
a limited data set. The calculated metrics are One of the
most well-known measures in deep learning is the accuracy
metric. It is straightforward to comprehend and apply. 1.0
0.96889135 The obtained recall after validating the model
is 96.9% Figure 9 and precision are shown in Figure 10.

Figure 9. Recall of the Model

Figure 10. Precision of the Model

After finishing the engineering, training, and validation
processes, the model is exported and used in a Kivy
application,

In this part, we will use OpenCV to recognize faces in
real-time from a live webcam broadcast. Constructing the
Kivy application, We will train our model to recognize faces
after it has been developed. We build a Deep Learning and
TensorFlow model that replicates the results described in
the paper ”Siamese Neural Networks for One-shot Image
Recognition.” It will be possible to link it to a Kivy
application and authenticate it once it has been educated.
This face recognition system uses the Kivy framework to
recognize faces.

This Kivy app is linked to the Siamese network. Images
of various faces are input into the model, which produces
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a tuple with two values: ”true” represents the likelihood
of proper face identification. At the same time, ”false”
indicates that the system could not recognize the face.

A comment indicating the value and precision of the
results is displayed at the bottom of the application’s user
interface in the output. Figure 11 and Figure 12 depict
positive verification, whereas Figure 13 depicts negative
verification.

Figure 11. Face Verification

Figure 12. Positive Verification

6. Experimental Results and discussion
In this part, we execute a variety of experiments to

evaluate the effectiveness of our suggested novel Siamese
strategy and to compare it to cutting-edge methods, Ta-
ble IV.

Figure 13. Negative Verification

For training, we used a mixed dataset with dense +
sigmoid as activation function; the results were outstanding,
with 96% accuracy.

The classifier MobileNet V2 was trained using two
distinct datasets and various activation functions; the ac-
curacy was greater utilizing face-net data and software
functions. Then, we tested SRANet, which is a CNN-based
architecture, with the LFW dataset, and the results were
excellent, with a 95.83% rate of accuracy.

After reviewing the current state of the art and related
research in face recognition, we discovered that the out-
comes of various methods and settings were typically quite
good, with an accuracy rate ranging from 90% to 96%. It is
evident that the Siamese neural network with the ”Labelled
faces in the Wild” dataset produced the best results, hence
that model was chosen for this project.

Upon conducting a comparative analysis of the existing
approaches, we have compiled a summary of the results
in Table V, which outlines the comparison of the methods
employed in our dataset. The findings indicate that the
implementation of the Siamese Network approach on the
dataset yielded a recognition rate of 96%. Additionally, the
Resnet method [31] produced a recognition rate of 81.21%.
The TripleNet method [32] resulted in a recognition rate
of 84.32%, which increased to 85.52% when using the
FaceNet approach [33]. However, the SN-LF method [21]
was found to have a little higher recognition rate of 90.31%.
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TABLE IV. Comparison with state-of-the-art approaches

Dataset Classifier Activation function Accuracy

Face Net MobileNet V2 Softmax 92%
Face Net ResNet 50 V2 ReLu +Sigmoid 93%

Labelled faces in the wild ResNet 50 V2 ReLu + Sigmoid 93%
Labelled Faces in the wild SRANe Softmax 95.83%
Labelled Faces in the wild SRANe Sigmoid 96 %

TABLE V. Comparison with other methods using our dataset

Methods Recognition rate

Resnet [31] 81.21 %
TripleNet [32] 84.32%
FaceNet [33] 85.52%
SN-LF [21] 90.31%

Siamese Network 96 %

7. Conclusion and FutureWork
The present study introduces a novel face verification

system that utilizes a Siamese neural network. The network
has been trained on facial samples collected from the
computer science department at the University of Chlef, as
well as the ”labelled faces in the wild” dataset. This system
facilitates real-time recognition and comparison of facial
similarities. The system’s performance is improved through
the integration of principles from both few-shot and one-
shot learning. The potential of integrating this innovative
technology with various other technologies in the future
as a safety measure, such as smartphones or Internet of
Things (IoT) devices in smart homes or cities, is noteworthy.
The implementation of this technology could potentially
enhance the safety and security of individuals across diverse
settings.
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