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Abstract: A major challenge in computer vision is detecting and tracking vehicles in real-time. However, existing algorithms fail
to detect vehicles at high speed and accuracy. Therefore, an algorithm that detects vehicles with higher accuracy is required for
surveillance in traffic scenarios. This paper proposed an improved algorithm for vehicle detection based on YOLO (You Only Look
Once) Version 4 through Convolution Neural Network (CNN) and Hard Negative Example Mining (HNEM) dataset in the training
process to improve the accuracy of the vehicle detection. In the end, videos are used to detect vehicles using a deep learning technique
called You Only Look Once (YOLO). The test results indicate good real-time performance and high detection accuracy of the proposed
algorithm. Several parameters such as accuracy, precision, recognition recall, F1, and mAP have been used to measure the proposed
algorithm’s performance. The experiments have proved that the proposed algorithm achieved satisfactory performance in real-time due
to occlusion and change in viewpoint. Finally, our proposed algorithm achieves improved precision, recall and mAP compared to the

existing algorithms for occluded vehicle detection.
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1. INTRODUCTION

As object detection technology matures, it is widely used
across a variety of fields, such as image recognition, and
has attained its top in the detection of traditional images
[1]. Despite this, object detection technologies still need
improvements when dealing with some scenarios like the
weak, dim, and severely occluded detection of vehicles
with complicated backgrounds in the infrared images [2].
Current research focuses on small object detection in the in-
frared spectrum without considering the impacts of complex
backgrounds, which are additionally difficult to identify.
Innovative research and improvements by the advancement
of deep learning techniques have essentially advanced the
progress in object detection through Convolutional Neural
Networks (CNN). Object detection based on region-based
CNN accomplished a great capability [3]. Therefore, this
paper presents the methods of detecting the infrared objects
affected by occlusion and change in viewpoint.

Images captured by infrared cameras are susceptible
to a number of inherent defects, including a distance of
image, response to changes in light and point of view.
Also, the images might be effortlessly influenced by the
radiation of the atmosphere and objects occluding the light
flow in an insufficient imaging effect [4]-[6]. Furthermore,

a significant amount of noise, the smaller contrast and the
fuzzy boundary among the target and the background causes
difficulties to detect infrared images compared to the normal
datasets like MS COCO and ImageNet.

In the case of long-range aerial images in infrared,
the target size of the image is much smaller as well as
the resolution is too lower than the actual image, which
typically has a mean pixel size of 30x30 [7]. There has
been a growing interest in small-scale object detection
in the object detection field. Multi-scale fusing [8] and
feature fusion [9] are the two most common approaches to
small-scale objects. Specifically, the difficulties of detecting
objects in difficult backgrounds deliberated in this research
are compounded by noise and small scales. Together with
the obstructions of surrounding trees as well as other issues,
this creates a huge disturbance to detecting model features.
It is possible, in some cases, that in the background, non-
object features can baffle the detector, leading to having
false decisions, which would result in a maximum rate of
false detection (i.e. low precision). On the other hand, there
is a great practical consequence in studying how to increase
the rate of accuracy in detection of the detector to allow it to
have still high performance in complex environments with
severe occlusive targets. This can liberate the human work-
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force from having to recognize large volumes of images,
especially in the detection of military targets [10]-[12].

Serial methods like YOLO and their improved variants
are complex in terms of their network structure and in-
clude a greater number of parameters. They need high-
quality GPUs (Graphic Processing Units) which have the
computational power to detect real-time objects [13]. These
devices have limited computing power and memory, and
they may need to detect objects in real-time in real-world
applications for some mobile and embedded devices (for
example, autonomous driving, augmented reality, and other
smart devices) [14]. When a real-time inference is needed,
including on smartphones and embedded video surveillance,
the available computing resources are limited, such as
low-powered embedded GPUs or even just CPUs with a
limited amount of memory [15]. Because of this, real-
time object detection on mobile devices and embedded
devices remains a big challenge. Many researchers have pro-
moted lightweight object detection techniques to solve the
problem. Compared to conventional methods, lightweight
methods employ fewer parameters and simpler network
structures [16]. In turn, that means they do not require as
much computing power and memory and can detect things
faster. In general, they are more suited to being installed on
mobile and embedded devices. Even though the detection
accuracy of these sensors is low, it is sufficient for the
actual requirements. Deep learning-based lightweight object
detection methods can be applied in various applications,
such as detecting vehicles, pedestrians, and passengers on
buses, in agricultural applications, and in the detection of
abnormal human behaviour.

A common problem is the shortage of infrared data with
labels in remote sensing. The visible image dataset is huge,
whereas the infrared image dataset is relatively small, which
complicates the training procedure for detecting infrared
objects. The idea is to introduce a mining block of hard-
negative examples with the YOLOv4 model to solve the
high false-positive rate caused by the complex background.
A ratio of approximately 1:3 was used for the addition
of negative and positive samples to ensure the balance of
positive and negative samples during secondary training.
As a final point, the accuracy rate in the detection of the
modified YOLOv4 network model increased from 89.45
percent to 92.27 percent, proving that the improved model
may satisfy the demand. In general, the proposed work
makes these major contributions: A technique of secondary
transfer learning is recommended to address the problem of
limited datasets. It also works on challenging scenes involv-
ing highly occluded objects with complex backgrounds. The
YOLOv4 model is enhanced by including Hard Negative
Example Mining blocks to improve the accuracy detection.

The main contributions of our proposed work are men-
tioned as follows:

1) We propose an improved algorithm for occluded

vehicle detection by applying augmentation policy
on the YOLO model and computing the class confi-
dence value of each bounding box and intersection
over the union.

2) The CSPBlock module uses CSPDarknet53-tiny as
the backbone of YOLOv4-tiny, which detects 371
frames to improve the accuracy rate in vehicle de-
tection.

3) We obtain the state-of-the-art (SOTA) performance
on both the MS COCO dataset and PASCAL dataset
using YOLOv4 and Hard Negative Example Mining
(HNEM).

4) The experimental results show that this proposed
model achieved a better performance in terms of
accuracy, precision, recall and F1-score for occluded
vehicle detection.

The novelty of this study is that it proposes a YOLO-
based detection model for occluded objects with HNEM
and augmentation policy optimization. The hard-positive
and hard negative detection of objects are to be extracted
by a feature vector of the boundary with confidence score
thresholding for this detection model.

The rest of the paper is organized as follows: In sec-
tion 2, we briefly review the vehicle detection research
and object detection due to occlusions; In section 3, the
proposed work is elaborated; In section 4 some experiments
are conducted to verify the performance of our proposed
method by comparing it with other existing methods; and
Finally, Section 5 concludes this research paper.

2. REevLaTED WORK

Object control is a fundamental computer vision tech-
nology used in various industries, including healthcare,
transportation, and medical services. The object detection
method is indeed a computerized method of separating
and identifying the objects of interest from its image’s
background [17]. However, unlike the object identification
system, which merely recognizes specific objects, this skill
acquired the location information of the concerned objects
and perhaps even the location data of many types of objects
in a single image. Deep learning algorithms are now being
studied in relation to object detecting technologies [18],
[19]. One-stage and two-stage detectors are two forms
of deep learning computer vision algorithms. One-stage
detectors are detection frameworks that recognize objects
rapidly using the bounding box’s size, with a dimension of
the structuring element purposely designed to be helpful in a
variety of contexts [20]. One-stage sensors like the YOLO,
SSD, and RetinaNet allow fast identification by simulta-
neously running the region proposal and object separation
even though such systems are based on real-time detection
but less accurate and have low efficiency in detection
[20]. Two-stage detectors models are sequentially operating
the region proposal and object separation by involving
the objects of interest (Region Proposal Network). Faster-
RCNN and R-FCN systems are the two-stage detectors that
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provide higher accuracy than one stage detectors, but the
detection speed in real-time is low [21]. The YOLO (You
Only Look Once) model was implemented with the single
neural network by dividing a single image into grid cells,
with each cell utilizing the attributes of the overall image.
Figure 1 shows the YOLO model’s approach for finding the
objects of interest from the target image. The learnt channel
is partitioned into M*N grid cells inside the model learning
process, as well as the confidence score of every cell are
analyzed simultaneously by calculating the confidence score
of individual objects [22]. Finally, the models detect the
objects of interest-based on the class’s resulting image for
predictions. In research on image classification, S. Jeon et
al. developed a real-time roadway-driven lane recognition
system based mainly on the YOLO paradigm for highway
image classification [23]. The Jetson Nano Developer Kit
and CSI camera are used in this system to gather and
analyze driving data in various conditions. Faster R-CNN
is the improved version of Fast R-CNN, which generates
candidate regions by using RPN (Region Proposal Network)
[24]-[28]. While extracting the candidate region, each pixel
generates the multiple bounding boxes in the feature map
in different scales, based on the offset of the corresponding
anchors. The feature maps for classification and regression
are routed to two networks when selected candidate regions
[29]-[31]. The feature maps are sent into two networks
for classification and regression when selected candidate
regions. RPN classification is used to distinguish the re-
gression in RPN predicts the offset coordinates between
the anchor box and the ground truth, regardless of whether
the corresponding anchor belongs to the foreground or the
background.

3. Prorosep WoORk

In this section, the YOLOv4-tiny model combined with
Hard Negative Example Mining (HNEM) uses the CSP-
Block module by using the CSPDarknet-53 as the backbone
to improve the detection rate of occluded vehicles.

A. Analysis of Network Structure

In order to make Yolov4-tiny have a faster rate of
object detection, it is designed from the Yolov4 method.
Yolov4-tiny can detect objects at a rate of 371 frames
per second using the 1080 Ti GPU with an accuracy that
meets the demands of real-world applications. Therefore,
mobile devices or embedded systems can use this object
detection method with considerable ease. Instead of using
the CSPDarknet53 network used in the Yolov4 method,
this Yolov4-tiny method uses CSPDarknet53-tiny as the
backbone network. Instead of using the ResBlock module
in the residual network, the CSPBlock module is used by
the CSPDarknet53-tiny network in the cross-stage partial
network module. All the feature maps are divided by the
CSPBlock module into two parts. It merges the two parts
by cross-stage residual edges [32]. In this way, the gradient
information propagates along with two different network
pathways, resulting in an increased correlation difference.
The convolutional networks can be more easily learned

by using the CSPBlock module instead of the ResBlock
module. With the Yolov4-tiny method for feature fusion, the
feature pyramid network is used to extract feature maps with
different scales to enhance object detection speed. This does
not require the use of the path aggregation networks and
spatial pyramid pooling available in the Yolov4 method. To
predict the detection results, the Yolov4-tiny simultaneously
uses two different scale feature maps: 13x13 and 26x26.
Based on an input figure that has a size of 416x416 and a
feature classification of 80, Figure 1 shows the structure of
the Yolov4-tiny network.

S e

® Concatenation

- Further layers
ﬂ Convolution layer;

' Detection layer

ﬂ Up-sample layer

Figure 1. Structure of YOLOv4 Network [10]

B. Exploration of Hard Negative Example Mining

Despite the heavy occultation by trees in the infrared
image, there are many differences between the background
and target. That results in many confusing images. Because
complex backgrounds will affect detection performance and
increase false detections, an example mining module for
hard negatives is proposed with the YOLOv4 model at the
end [33]. As a starting point, it is necessary to calculate each
bonding box’s class confidence of C1 predicted using the
classifier and the IOU values among the ground truth labels
and the bounding boxes. As a general rule, a bounding box
for which C2 < 0 : 4 is an IOU value indicates an FP (False
Positive) sample, meaning it is expected to be an object
but is, in fact, background information. The higher the
class confidence Cl1 is for these bounding boxes, the harder
it would be for the classifier to identify them correctly.
Those are the kind of hard-negative examples used in this
experiment. In this case, the samples are sorted according
to the confidence value C1, thus forming the sample dataset
DV as illustrated in figure 2. Three different YOLO Heads
are included with the YOLOv4 model. Every head is fed
with a different layer of scales. Consider that a scale of
608x608x3 is input. The three layers prior to the heads are
19x19 x1024, 38x38 x512 and 76x76 x256, respectively.

C. Occluded Object Framework using Hard Negative Ex-
ample Mining
This paper proposes an algorithm to detect the occluded
vehicle based on YOLOv4 and HNEM in real-time. This
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Figure 2. Hard Negative Mining Module based on YOLOv4

proposed algorithm is executed in three phases: Augmen-
tation Policy on Model, second Hard Example Mining,
and finally, YOLOv4 modeling. The framework based on
YOLOV4 occluded vehicle detection model is shown in Fig-
ure 3. The data was collected for occlusion vehicle detection
obtained from the IARA (Intelligent Robotic Autonomous
Automobile) and GOPRO.

Above mentioned dataset contains a wide range of
objects that may be found in highway vehicle dynamics. It
also includes high-resolution picture datasets with respect to
time, space and climates. The data was utilized to develop
a model that detects objects that due to object occlusion
in this research. The obtained data were subjected to nine
enhancement policies to develop new training examples.
Mix Up, Cut Out, Cut Mix, Mosaic, Blurring, Bright-
ness, Contrast, Hue, and Gray Scale were some of the
enhancement policies available [34]. These strategies are
then proposed towards the main YOLO learning process
and then obtaining the object bounding box regression
value of performing the IOU (Intersection over Union)
index. The comparisons were made with truth values, and
favorable impact by predicting regression value on occluded
crosswalk objects detection were permitted through all the
gradient-based residual.

In the next stage, the hard example mining is done to
obtain the hard-positive and hard negative examples after
applying the augmentation policy on training data. The rate
for false-negative detection and false-positive detection has

Input Image

Hard Example Mining

Confidence Bounding
Seore Box Pre- .
trained Detection
Mining Generator

YoloV4

YOLOv4 Modeling

Hard Hard Bounding Box
Positive Negative R i
Example Example

Reclassification Update

Apply
Augmentation
Policy on YOLO

Model Convolutional
Augmentation Optimization Base

Transfer

Detection
Generator

Leaming

Figure 3. Working Model for Vehicle Detection due to Occlusion
using HNEM

increased after calculating the confidence score and bound-
ing box parameters. In order to overcome the problem of
increment rate in false-negative detection and false-positive
detection, reclassification and bounding box update were
performed in the hard mining stage. YOLOv4 modeling
is done based on a convolutional base and bounding box
regression at the final stage. Therefore, the proposed method
achieved a better result compared to the results of existing
method [10].

D. Evaluation of Model Structure

Figure 4 shows the entire optimization process for
the improved model using the HNEM optimizer. Since
YOLOV4 has many more desirable properties than previous
versions of YOLO [35]-[37], it has been adopted as the
basis for the research. For example, the backbone has a
much deeper structure than the previous Darknet-53 that is
far more powerful than YOLOv2’s Darknet-19, but ResNet-
152 and ResNet-101 are significantly more efficient [21]. In
addition, YOLOV4 provides the Cross-Stage-Partial, which
can be used to improve both the accuracy and the speed of
Darknet53 compared to YOLOV3.

Keeping the small-scale features in the cross-stage net-
work and the residual part is possible. Thus, the original
YOLOv4 will not require a change to the connection
relationship. TABLE I and TABLE II show the comparison
of the versions from the proposed work on the set of
images and existing algorithms with the proposed work.
The backbone structure, function loss, FPS, and mAP are
compared on the Pascal VOC 2007 and the MS COCO.
The YOLOvV4 is better at detecting objects with higher
accuracy and speed. As evidenced in the published liter-
ature, YOLOv4 models always perform better than YOLO
and YOLOV2, the YOLOv4 model is selected for testing,
and no comparison experiments are conducted on YOLO or
YOLOV2 models. Before the training, the anchor box sizes
are calculated based on the K-means cluster method. After
the experiments, k D 9 is set and in the result nine different
anchor box sizes are observed: (10, 25), (12, 44), (12, 38),
(14, 23), (16, 32), (18, 55), (19, 22), (24, 26), (44, 35), and
the image pixels size was set to 416 x416.

4. RESULTS AND ANALYSIS

Table II shows the mAP and average processing time
per frame along with AP (Average Precision), FPS and F1
Score for various models and Table III.Generally, Average
Precision is used as an evaluation metric to detect the

Data Augmentation
i
3 i
i
i
~ i
g i

Figure 4. YOLOv4 Model Process with HNEM Optimizer [10]
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Algorithm 1: Vehicle Detection Algorithm Using
Hard Negative Example Mining for Occluded Vehi-
cle

Input: n (set of trained input images)
Output: Groups (Set of Hard Negative,
Hard _Positive, Positive Example,
Negative Example)
Method:
Initialisation:;
C, — Confidence Score ;
PE — PositiveExample ;
NE — Negative Example ;
HNE — Hard Negative Example ;
HPE — Hard _Positive Example ;
IoU — Intersection over Union ;
IoU preq bbox — Intersection over Union of
Predicted bounding box ;
GTopjec: —> Ground Truth Object ;
GThbox res(ny —> bounding box region of ground
truth object ;
x — Position__ feature — vector;
y — Position _example;
p — Hard Negative _feature — vector;
q — Hard _example;
C,[n] — NULL;
PE[n] — NULL;
NE[n] — NULL;
HNE[n] — NULL;
HPE[n] — NULL;
while i # n) do
if GTopjecs == input images [n] then
\ loU = overlapped _region;
else if 10Upredibbox&&GTbbuxireg(n) > 0.5 then
\ C,[n] = Predicted Object(n) * IoU;
else if C.[n] > 0.5 then
x = predicted bounding box region (n);
‘ y = ground truth class labelling (x[n]);
Compute hard negative mining by comparing
bounding box and reclassification;
else if 10Upredibbox&&GTbbaxireg(n) < 0.5 then
\ C,[n] = Predicted Object(n) * IoU;
else if C.[n] < 0.5 ||C,[n] = 0.25 then
Compute hard positive mining with class
‘ reclassification;
if C.[n] < 0.25 then
Compute negative example mining by setting
‘ threshold value of confidence score;
else
‘ Ground truth objects are not present in the

_ trained dataset
++i;

end

objects, but when binary coding is applied to alleviate the
effects of imbalanced negative and positive examples, the
score of F1 is also combined as a comprehensive rating

scale. As compared to the other models, the original model
of YOLOV4 has a greater average mean average precision
and average processing time for the testing set. This may
be because of the superior structure of the YOLOv4 model
and the algorithm of cosine annealing used during the
training process to enable a more optimal solution for
the parameters. As a result of adding the hard-negative
example mining module, there is an improvement in the
model’s average precision of about 1.58 per cent, and the
score of F1 increased by 0.48 per cent, indicating that the
HNEM module can affect the model’s improvement. But
with IOU D 0.5, there is an increment in the precision
rate, whereas there is a slight decrement in the recall rate,
indicating that the model is more able to distinguish hard-
to-detect negative examples but not to detect hard-to-detect
positive examples. The reason for this phenomenon may be
attributed to a combination of factors and may be due to
an imbalance of negative and positive samples within the
datasets. The next step is to modify the loss function of the
YOLOv4 modeling order to achieve the HNEM effect by
balancing the positive and negative samples. Each model
has its precise-recall curve, which is an intuitive way of
identifying the differences in detection accuracy among the
models.

450
400 ‘

350

300 \
250 \\
200

150 \\
100

50 :
0

MS-CNN HybridNet Refined YOLOv4
YOLOv4  +HNEM

=== mAP (%)

== Average Processing Time (ms) /Frame

Figure 5. Comparison YOLOv4 with Existing Methods

Maps of validation losses and training for the YOLOv4
model are shown in figure 5, together with secondary
transition, one-transfer, and without transfer learning. The
objective of this study is to test the promoting performance
of transfer learning in the proposed model. In accordance
with figure 3, it can be seen that without transfer learning,
the model could not converge to a very small value for
the parameters, and their convergence speeds are much
slower because of the inadequate datasets and the end test
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TABLE 1. Performance of the YOLOv4 + HNEM on Datasets

Images Targets Precision Recall mAP 0.5
130 530 0.94 0.947 0.953
130 91 0.946 0.935 0.954
130 78 0.934 0.953 0.946
130 43 1 1 0.957
130 65 0.932 1 0.958

TABLE II. Performance Comparison of Proposed Algorithm with Existing Methods

SNo Techniques Easy Moderate Hard mAP(%) Average Processing Time (ms) / Frame
1 MS-CNN [38] 90.03 89.02 76.11 85.05 400
2 HybridNet [39] 88.68 87.91 79.07 85.22 45
3 Refined YOLOvV4 [8] 90.67 89.56 82.39 67.70 26
4 YOLOv4 + HNEM 9345 92.34 84.25 91.05 18

TABLE III. The Comparison table of Backbone, GPU, Residual Network for proposed work

Method Size Backbone GPU FPS
YOLOV2 [28] 544 x 544 Darknet-19 (M)Nvidia Titan X 40
YOLOV3 [29] 416 x 416 Darknet-53 (M)Nvidia M40 35
YOLOv4 [1] 416 x 416 CSPDarknet-53 (M)Nvidia M40 38

FSAF [40] 800 x 800 ResNet-101 (P)Nvidia Titan X 276

Proposed 416 x 416  CSP Block-tiny NVIDIA V100 317

results also confirm this. Training losses do not differ much
between one transfer and secondary transfer learning. How-
ever, secondary transfer learning has a faster convergence
speed, and also the validation loss is better matched to the
training loss than one transfer learning.

An example of detection results is shown in figure 6,
which pertains to a test set on YOLOv4 C HNEM. There
are three boxes on the plot: in the blue box, GT (i.e. ground
truth label) is displayed, whereas, in the green box, TP
(i.e. true positive sample) was identified by the model,
while in the red box, FP (i.e. False Positive) sample was
identified by the model. Listed below are the connections
between them. Essentially, class confidence is calculated for
each bounding box C1 projected by the classifier and the
IOU values C2 among each bounding box and the labelled
ground truth labels. The bounding box whose C, < 0:4
IOU value indicates an FP (False Positive) sample, meaning
it is projected as an object when it is the background
information. This implies that the higher the C1 confidence
level is, the harder it will be for the classifier to identify
these bounding boxes correctly. These were the examples
considered in this experiment to be hard negatives. The data
were sorted in descending order for the sample dataset DV
using the confidence value Cl1.

D ={Ci|C; < 0.4,C} > Cl,1 <i,j< N} (1)

D' ={Cj|C;<04,C} >C],1<i,j<n) )

With the above equations 1 and 2, it is evident that the
more red boxes there are, the lesser the precision of the
model is, while the fewer green boxes there are, and the
lesser the recall rate of the model is. Thus, if the target
is deeply occluded, the model is less likely to detect it,
or some of the deceptive features may identify it in the
background with a high degree of confidence, illustrated in
the 3rd column of figure 7.The following equations 3, 4 and
5 show the precision, recall and F1 Score respectively.

TP
Precision =
recision TP+ FP 3)
TP TP
Recall = —— = — 4
= TPYFN T GT @)
F1S core = Precision * Recall )

Precision + Recall

In figure 7, a sample of the detection results of the 3
models is illustrated by occluded images of vehicles. It
is possible to identify the misclassified objects from the
non-improved models with the improved model. There-
fore, incorporating the HNEM module in the real complex
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Figure 6. Detection Result based on YOLOv4 C using HNEM
Testing Set

environment makes it possible to reduce the impact of
misleading background information like trees and changes
in light.

(a) Vehicle Detection in Normal Condition using YOLOv4 and HNEM

truck 0.42

e car_0.8%ar 0.49

et

(c) Vehicle Detection on Highways with Improved YOLOv4+HNEM

Figure 7. (a), (b), (c) Shows the Results of Vehicle Detection in
Different Conditions

5. CoNCLUSION

An infrared aerial image with a highly weak occluded
vehicle detection using the YOLOv4 model was analyzed
under complicated background conditions. The YOLOv4
model exploits the extra second-order transfer learning
method to deal with the insufficient datasets problem. The
hard-negative example mining technique simultaneously
reduces the large rate of false detection due to the origi-
nal model’s complex background and occlusion influences.

The detection and tracking of moving vehicles in real-
time are one of the most challenging aspects of computer
vision. Currently, available algorithms can detect vehicles,
but they’re slow and inaccurate. For surveillance in traffic
scenarios, high-precision vehicle detection algorithms are
necessary. This improves the surveillance system’s ability to
manage traffic since it enables the tracking of every vehicle
with more accuracy. Using YOLO (You Only Look Once)
V4, an improved algorithm for vehicle detection is proposed
that increases vehicle detection speed and accuracy. In
the end, videos are used to detect vehicles using a deep
learning technique called You Only Look Once (YOLO).
The proposed work uses the YOLOv4 model and HNEM
by applying the data augmentation technique in real-time,
which improves the accuracy rate of occluded vehicles. The
advantage of this proposed work is to reduce the vehicle
detection time compared with the existing methods and the
limitation of this work is to achieve the better detection rate
for heavy vehicle in changed climate conditions. Finally,
our proposed algorithm shows that the precision, recall,
and mAP are 94.6%, 95.3% and 91.05%, respectively.
Consequently, the proposed method achieves better results
than the other existing methods discussed in the manuscript.
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