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Abstract: Crowdfunding platforms, such as the Patreon platform, are a means of regular financial support to entrepreneurs and
artists who create independent content in the form of images, videos, podcasts, comics, games, or any media that supporters enjoy.
Entrepreneurs leverage their potential base of patrons by using various social media platforms. Even though this collaboration has
proved to be a practical approach to raising funds, it is difficult to predict the success rates of new projects. In this paper, we consider
Patreon as the membership-based platform and our empirical analysis shows that half of proposed projects turn out to be successful. In
this research, we build a data analytics approach to predict the rate of success of Patreon projects based on a dataset containing details
of various features and historical information about previous projects. We employed a family of supervised classifiers that includes
Naı̈ve Bayes, Logistic Regression, Random Forest, and Boosting algorithms to predict the success of a given project. Currently, the
Gradient Boosting classifier has achieved an average accuracy of more than 74%. Such results could help creators to define a path to
better promote their content and improve monthly pledges.
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1. Introduction
Since 2007, content creators are using crowdfunding

platforms increasingly to raise funds for their content [1].
In crowdfunding platforms like Kickstarter and Indiegogo,
content creators can get only one-time funding. They can
collect either the total fund amount, or the sum raised by
the fulfillment of the campaign. Such a business model
works when creators plan to launch products in limited time.
Content creators who publish their work on regular basis
need recurrent funding. Thus, membership-based platforms
like Patreon serve as a support to raise funding.

The Patreon platform aims to support content creators
from various fields for the longer haul. Content creators
collect funds as a recurring payment from their supporters,
known as patrons, who can access content early along with
special benefits and merchandise [2]. It is very difficult
for creators who do not have any established reputation to
find fans and supporters to fund them. Before crowdfunding
platforms like Patreon, they used to make money using an
advertising-based campaign where they would promote their
content. They would get a part of the revenue earned in
return for their investment.

The business model that Patreon follows is to ask
creators for 10 percent of their earnings. That includes the
fees for platform and processing of payment of 5 percent

each [3]. The platform fee varies with the functionalities
and services that content creators opt for. Overall, creators
earn most of the revenue generated on the Patreon platform.

Graphtreon is an independent platform that collected
data from the Patreon website using its API. According to
Graphtreon, out of the total of 220,000 creators on Patreon,
over 132,000 creators have at least one sponsor to keep up
their work. This means that almost half of content creators
have been successful in raising funds. In the past year, the
number of project initiators on Patreon has risen by 37
percent. In the past year, there is 42 percent increase in the
number of sponsors or patrons with an increase in average
monthly earnings by 40 percent [4].

Project creators’ turnover rate is strongly correlated with
the income. People may attribute the success of the project
to the platform, but it is highly dependent on content
developers’ patrons’ base. Thus, if they do not obtain
sufficient financial backing, the content developers begin to
churn after a while. As very few content developers have
a very high monthly income, the earnings graph is also
skewed. A crowdfunding campaign is a success when the
campaign obtains the necessary funds to meet the budget
to keep the project alive on the crowdfunding platform, and
is considered very successful when the funding exceeds the
budget [5].
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Thus, we are exploring the Patreon platform to under-
stand how content creators could ensure regular earnings
and support from their patrons. We believe there is no
known prior research on the prediction of success of the
Patreon membership-based platform. The work presented in
this paper is a significant extension of the work published
in [6]. The current work aims to explore the various factors
that contribute towards the growth of any crowdfunding
project and help creators know how to improve their content
to increase their patronage and success rate.

We have organized the paper as follows. In section 2, we
provide the prior research on crowdfunding, particularly on
the Kickstarter platform. Section 3 delineates the context of
our research with the research questions that we address in
this study. Section 4 and 5 explain the data exploration and
the experimental settings respectively. Section 6 exhibits
the results, while section 7 discusses the result and the
implication. Section 8 concludes the work and provides
research directions.

2. Related work
Crowdfunding refers to an internet fundraising activity

where a founder issues an open invitation to investors, fans
or followers to raise funds through contributions or in return
for incentives or equity for a project or venture. The crowd-
funding platform generates valuable information about the
product or service specific to the campaign, in addition to
the financial aspect. Hemer [7] explained the accuracy of
measuring the success of a crowdfunding campaign is the
reason for the patron’s contribution in terms of funding.
Genevsky et al. [8] showed that success of the crowdfunding
projects is perceived as an effect of individual patron’s
decision to fund. There has been an increase in Crowdfund-
ing platforms that support funding raising over past years.
Considering the popularity of such platforms, attempts have
been made to anticipate the success of a project on ventures
such as Kickstarter [9] and IndieGoGo [10]. Many studies
have attempted to identify the factors associated with the
successful projects using Kickstarter which is a reward-
based crowdfunding with significantly lower risk for the
content creators [11]. For example, Ullah and Zhou [12]
examined with 27,117 crowdfunding campaigns and showed
campaigns with realistic goals, a definite period of comple-
tion, and communication with potential funders turned to be
the successful ones. They also established that the gender
of campaigners influenced the generation of funding on
crowdfunding platforms. Schraven et al. [13] evaluated the
campaign success from the perspective of cognitive biases
of the participants in w.r.t duration of assessment of posi-
tivity about the Kickstarter projects. Shane and Cable [14]
and Zheng et al. [15] have showed that the influence of
an individual’s social media connections in raising funds
successfully is significant. The social network serves as an
early pool of supporters for a project campaign [16] and
helps in endorsing the creator’s content to more external
patrons [17]. This means that a creator’s social network
would impact his /her project success positively. Crosetto

and Regner [18] have also found that videos, images, and
blog entries on various websites serve as determinants of
success for the crowdfunding ventures. Thus, these studies
serve as evidence that the crowd will reward communicating
the project’s aim via social media.

Chung and Lee [19] showed that the incorporation of
social media features in the set of predictors improved
the prediction accuracy of success of the crowdfunding
projects. The predictive model shows a 76.4% success rate
using static features, while the use of Twitter features along
with it means the success prediction is increased to 78.9%.
Their study basically collected the dataset of Kickstarter
projects consisting of the predictors that include: the profiles
of the projects and corresponding users in the platform,
time varying data related to projects, and information from
the Twitter account of each user. The authors analyzed
the aspects of the projects from the perspective of user
behaviors and project features on the Kickstarter platform.

A myriad of prediction algorithms from the data mining
perspective have been developed and compared. Numerous
models have been built using SVM, decision trees, KNN
and all the algorithms are being evaluated and compared
based on their advantages and disadvantages, depending on
various contexts [20], [21]. Experiments show that these al-
gorithms perform differently with respect to the sample size,
sample features, and the application domain [22]. Therefore,
we can say that choosing of an algorithm is essential based
on the sample characteristics and the application contexts.

Diverse machine learning classifiers such as logistic
regression, decision tree, SVMs, REPTree, etc. were used
by Greenberg, Pardo, Hariharan, and Gerber [23] to classify
successful and unsuccessful crowdfunding projects. Deci-
sion tree was the optimal classifier with success prediction
of 68%.

Ahmad, Tyagi, and Kaur [1] used weighed random
forests models (i.e. a variant of random forest model) to
measure the success and it generated 94.2% accuracy in
success prediction. This study proposed to apply the same
classifier model over all projects or over each category of
projects.

Etter [24] used project specific committed funding as
time series data to categorize the active projects as a success
or failure with certain confidence. This study involved social
features too, to measure the success of prediction using the
Support Vector Machine (SVM) model, and achieved an
improvement of 4% accuracy.

3. Study context
The number of sponsors backing different projects on

the Patreon platform has crossed over 3 million1. There
has been a rise of 50 percent patrons each year which is
quite an impressive retention rate for the platform [25]. In
our research we aim to understand the success determinants
and how the success of a Patreon project can be influenced
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by social media platforms. The creator of projects on the
Patreon platform generally gets backing from his or her
followers or patrons who have been following the creator’s
content on social media sites. This research study aims to
provide guidelines to patrons on how they can improve
based on social media features, to raise more funds and
ensure the success of their project proposals. The study is
done using the data from Graphtreon [4] and our target is
whether the project is a success.

In this research, we aim to explore three research
questions as follows:

• What are the determinants to measure the success of
creator of Patreon project?

• How does social media influence determine the suc-
cess of a new Patreon project?

• What type of content becomes popular in Patreon
projects that gets more patronage?

First the creator must build their profile on Patreon by
registering to the corresponding website. The registration
is free of cost and there are no geographical restrictions
on membership. Once registered, the creators can set their
creator page in motion by delineating their work. Content
creators should solicit the money on a per month basis
by choosing the sponsors or patrons from different tiers
they belong. The content creators decide on the tiers of the
patrons. Further, the project creators set up their goals based
on the income and let their potential patron base know about
the future in the project.

Figure 1. Patreon Creator Dashboard1

Every content creator has a dashboard which keeps track
of funding growth, monthly earnings, patronage, payment
details, and tax details as shown in Figure 1. It also displays
the count of posts for patrons-only and public (non-patrons),
the count of comments and likes made by the content maker
and patrons on their page. This information is only available
to the respective creator. Thus, due to the data privacy

policy, one cannot acquire data directly from Patreon.

The Creator dashboard includes the following details,
which are derived from https://support.patreon.com

1) Posts section gives a glimpse of the posts’ en-
gagement by showing terms like Views, Likes, Comments,
Traffic sources, and Viewers.

2) Income section shows the details related to the
earnings of the creator. The information displayed has the
following values:

• Earnings - Summarizes income associated with the
creator page.

• Pledge growth - Provides a month-wise summary of
commitment to the page of the creator.

• Patronage - Summarizes the patronage that each
creator receives.

TABLE I. Dataset Attributes / Features

Column Name Description
Graphtreon Graphtreon URL
Name Content creator name
Category The type of the content
Patrons Count of sponsors or backers sup-

porting the project
Earnings Income on monthly basis
Range If a project is either month long, or

podcast or charged per published
post

Is Nsfw If the campaign is Not Safe For
Work

Facebook Likes Count of Facebook likes for a
project

Twitter Followers Count of Twitter followers of the
project

YouTube
Subscribers

Count of YouTube Subscribers

YouTube Videos Number of YouTube Videos
YouTube Views Count of views on the YouTube

Videos
Status Success=1, Failure =2

• Refunds – Summarizes detailed refunds to the patrons
due to some fraudulent transactions or other technical issues
due to Patreon website.

• Declines - Appraises the degree to which patrons’
commitment is successfully exercised.

• Pay out balance - to set up payout information.

• Payout history - Summarizes monthly deductions from
the creator balance.

• VAT – Outline of the Value-Added Tax (VAT) that
Patreon accumulates from backers located in the European
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Union (EU) countries.

By using the Graphtreon data, we deploy a data analytic
process to predict a project’s success or churn and what are
the factors that contribute towards the growth of any project.
By answer these questions, it becomes possible for a content
creator to know how to improve their content to increase
their patronage.

4. Data Collection and Processing
The dataset has been collected on daily basis from the

Graphtreon website2 and includes statistical information and
rankings of about 250,000 projects that are available from
March 2015 to June 2020 on the Patreon Platform. The
data covers 28 different categories and includes the name
of the content group, the number of patrons, their monthly
income and the details on their profiles in different social
media platforms, i.e., Facebook, Twitter, and YouTube.
Some content creators do not own any social accounts
connected to the Patreon site to upload and make the content
sharable. There are 13 predictors to define the attributes of
each maker as shown in Table I.

Out of content creators, 50% have been running their
crowdfunding projects successfully, whereas the others have
churned out. The successful and unsuccessful projects in
terms of content creation in Patreon from our collected
dataset are shown in Table Table II.

TABLE II. Projects on Patreon

Item Count
Total number of projects 245,884
Projects with success 131,617
failed projects 103,019

Table IV shows the success rates and dates of the various
creators whereasTable III gives the number of creators of
the top 6 categories. We can see that 26% of creators fall in
the video category. Games has the second highest number
of creators. Music, Podcasts, Writing, and Painting have a
similar number of creators in the range of 6 to 7 percent.

Figure 3 shows the success rate for the various cat-
egories. We can see that most of the categories have an
average success rate 40%. Although the highest number of
creators are in Video category, the success rate is 46%.
Podcasts, dance, and theater categories have the highest
success rate of 57% each. Creators in the music category

TABLE III. Creators per Category

Category Creators
Video 64,839
Games 18,837
Music 16,902
Podcasts 15,096
Writing 14,459
Drawing & Painting 13,367

TABLE IV. Dataset Description Statistics

Parameters Values
Total number of projects
created

245,884

Number of successful
projects

131,617

Number of failed projects 114,267
Success and failure ratio 0.535
Date of creation of first
project

1st March 2015

Date of creation of last
project

30th June 2020

Count of independent vari-
ables in dataset

13

Figure 2. Creators per Category

Figure 3. Success rate per Category
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have a 50% chance of succeeding. However, the number
of projects across categories vary. We believe that the pre-
diction of fundraising for a crowdfunding project campaign
should consider the category of the project content.

While exploring the data, there have been some creators
who have not revealed their incomes. These creators were
not included when the classifiers were being created, as
earnings could not be imposed to each creator’s profile.
The earnings vary for every creator. Regular expressions
with at least three characters are used to extract creators’
information from the Graphtreon URL3connection such as
“jam”, “jame”, “james” etc (i.e., for example, creators with
first name James).

Data processing involved taking care of missing values
in the data. Missing values are present in all the features
and constitute over half of the data points, as a creator
does not have accounts in all social media platforms.
We encoded missing values of all the features using the
Weight of Evidence (WOE) encoder. WOE methodology
is extensively used in modeling the credit risk [26]. It
is also named as default modeling probability [27]. The
purpose of such encoding is to make the greatest variance
between categories linked to the “Success” of the project,
which is the target variable in our study. In each binned
category, it calculates the number of successes and failures,
then assigns each of the binned categories a logarithmic
value [28], as shown in equation 1. In this transformation
the information of the target variable has been utilized. The
function WOE Encoder() of the Python module cate-
gory encoders to use to calculate WOE. There are studies
where the WOE is used in different applications [29], [30],
[31].

WOE = ln
(

% o f S uccess
% o f Failure

)
(1)

To demonstrate whether a function is associated with the
target variable (i.e., success) leads us to use the Pearson
correlation. Correlations between variables are described
in Figure 4. The findings indicate that earnings are pro-
portional to the number of backers. The remainder of the
features display either very small or no correlations.

5. Experimental Settings
Contrary to traditional reward-based crowdfunding that

characterizes a funding objective, Patreon is not straightfor-
ward from the perspective of a successful venture. There-
fore, our research needs to incorporate a parameter related
to “success” of a project. We believe in our analysis that if
a creator has not yet churned off the site, it is marked as a
success.

6. Model Selection
Since we need to predict the success and/or churn rate,

this study is a classification problem and requires supervised
machine learning algorithms. In our study we are interested
in comparing the prediction of success in membership-

Figure 4. Correlations between variables

based crowdfunding scenario between parametric and non-
parametric classifiers in terms of different performance
metrics. The parametric subset contains Naı̈ve Bayes and
Logistic, while the non-parametric subset contains random
forest and two booster algorithms, such as XGBoost and
Gradient Boosting Method (GBM). We have an intuition
that distribution-free non-parametric classifiers will perform
better to predict the success in crowdfunding set up [32].

To summarize, we select five different classification
techniques:

• Logistic Regression,

• Naı̈ve Bayes,

• Random Forest,

• XGBoost,

• GBM.

The pre-processed data is divided into a training and test
set with a train-test ratio. The same training data is used
for each classification model to get its highest performance
accuracy. Mayr, Binder and Gefeller [33] in their study have
explained the concept of boosting algorithms to improve
the overall accuracy. Thus, Gradient Boosting and XGBoost
algorithms were used in this study to improve the accuracy
over the other methods.

1) Logistic Regression can be applied to this analysis
as the financing may either result in success or failure. The
logistic regression model is a non-linear regression relation
between the target variable and multiple predictors. The
coefficients (β′i s) can be used to determine how the presence
of a set of attributes leads to an outcome. These coefficients
can be used to rank the dependent variables [34]. P is the
probability of an event to be a successful one. For the
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logistic regression, the model would follow this equation,

logit(P) = log[P(y = 1)/(1 − P(y = 1)]
= β0 + β1x1 + β2x2 + · · · + βixi

Fori = 1, 2, . . . , n

The Naı̈ve Bayes classifier is a Bayesian probability-
based model which assumes every attribute depends on the
class. This classifier is helpful with high dimensional dataset
as the probability of one attribute is not altered by other.
The outcome of this classifier is a probability distribution
function [35]. For Naı̈ve Bayes,

P (y | x1x2, . . . , xn) ∝ P(y)
∏n

i=1 P (xi | y) (3)

In our research the target variable y has two values: -
“success” and “failure”. In Naı̈ve Bayes we need to de-
termine the class ‘y’ with highest probability. Given the
independent variables, we derive the label of the observation
with maximum probability by means of equation 4.

y = argmaxyP(y)
∏n

i=1 P(xi|y) (4)

A Random Forest consists of randomly generated decision
trees which are independent of each other [36]. We need to
adjust two parameters for the trees: - 1) the tree count and
2) count of features to be used for generating the trees.
Gini impurity is used to determine the eigen values for
splitting the nodes and thus the tree parses the features used
to segment to minimize the impurity [37]. Gini impurity is
calculated by equation 5.

Gini = 1 −
∑

j p2
j (5)

where p j is the probability of an item being in category
j with

∑
p j = 1. So 1 −

∑
j p2

j is overall probability of
misclassifying an event/item as it has been classified based
on the probabilities of the overall distribution.

4) In Gradient Boosting algorithms, the weak classifiers
are converted to strong classifiers. The weight for the weak
classifiers is increased to classify the observations easily.
In Gradient Boosting (GBM), the base-learner is fitted ac-
cording to the negative loss function. Thus, the subsequent
trees give better classification results [38]. Extreme Gradient
Boosting (XGBoost) uses the gradient descent algorithm
architecture. However, it is an improvement over GBM with
its algorithmic enhancements and optimizations. XGBoost
has certain features like tree-pruning, parallel processing,
and regularization methods over GBM [39].

a) GBM is the optimization problem that works in two
steps. The first one is to determine the step direction, and
the second deals with optimization of the length of the step.
We can express the GBM model using equation 6.

f (x) = f (M) (x) =
∑M

m=0 fm (x)
= f0 (x) +

∑M
m=1 δρmθm (x)

(6)

Where fm (x) = δ ρmθm(x) is the step length ρm multiplied
by a factor δ(0 < δ < 1) and a base estimator θm(x) at
each iteration m. f0 is initialized using a constant involving

the weight ω0 before iteration starts which can be further
expressed as the loss function L.

b) On the other hand, XGBoost differs from GBM, and
it solves the following equation to directly determine the
step.

∂L
(
y, f (m−1)

)
(x) + fm(x))

∂ fm(x)
= 0 (7)

for each x in the dataset. L is the loss function w.r.t the
current GBM estimate fm(x)which can be written as shown
in equation 8.

L ( fm) ∝
∑Tm

j=1 [G jmω jm +
1
2

H jmω
2
jm] (8)

For each region, the optimal weight ω jm = −
G jm

H jm
, j =

1, . . . Tm. G jm and H jm respectively speak for the aggre-
gation of gradient and hessian in region j.

7. PerformanceMetrics Used
With the given crowdfunding platform, we concentrate

on the binary target variable that states whether a venture is
a success or not. The target variable in our study is Success,
which can take either of two possible outcomes: Success =
1 denotes successful campaign while Success = 0 denotes
the campaign is an unsuccessful one.

We will be using the below metrics to evaluate the model
performance.

Evaluation Metrics

• Accuracy(Acc) = T P+T N
T P+FP+FN+T N

• Precision(Pr) = T P
T P+FP

• Recall(Re) = T P
T P+FN

• F − Measure = 2∗Precision∗Recall
Precision+Recall

Where TP = True Positives, TN = True Negatives, FP=
False Positives, and FN = False Negatives.

For evaluating the classifiers, though we provide all
the evaluation metrics, we mainly used accuracy and AUC
(Area Under the Curve) under ROC curve (Receiver Oper-
ating Characteristic). ROC curve plots the predictive power
of a classifier by providing true positive rate (TPR) and
the false positive rate (FPR) on the y-axis and x-axis
respectively. Any model is better because its ROC curve
shows a low FPR or high TPR close to the top left corner.
An AUC value equal to 0.5 denotes that 50 percent of the
data was correctly guessed by the model.

8. Experimental result analysis
Upon testing the different models, the following values

for the evaluation metrics shown in Table V were obtained.

We achieved the results shown in Table V, using the
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TABLE V. Classifier performance in hold-out framework

Methods Metrics
Acc AUCPr Re F1-

Score
Naı̈ve Bayes 60 0.72 0.72 0.60 0.52
Logistic
Regression

69 0.75 0.66 0.65 0.64

Random For-
est

71.54 0.78 0.70 0.70 0.70

XGBoost 73.8 0.81 0.74 0.74 0.73
GBM 74.26 0.82 0.75 0.75 0.74

set of variables exhibited in Table II. From Table V , we
compare the results of the different classification models
we used in this study. It is observed that Gradient Boosting
appears as the best performing classifier for the project
success prediction on Patreon, from the perspective of all
performance metrics. XGBoost stands as the second-best
prediction model.

Figure 5. ROC for different classifiers in hold-out framework.

We plotted the ROC curve to visually illustrate the
predictive power of the family of algorithms used in our
study by showing TPR against the FPR at different threshold
settings as shown in Figure 5.

In Figure 5, the AUC for the classifiers compute of sep-
arability between the outcomes of the target variable. The
GBM classifier (the best one among the family of models),
distinguishes between success and failure of content on the
Patreon crowdfunding platform with 82% probability, while
the XGboost stands second in the race with 81% probability.

We have further performed cross-validation on the
dataset to ensure that every creator profile was trained and
tested to get the best model. The data is segregated using 10-
fold cross-validation. The same evaluation metrics are used
to compare the performance of different classifiers. Values
of all five-evaluation metrics are shown in Table VI as
the performance metrics. In cross-validation too, Gradient

TABLE VI. Classifier performance in cross-validation

Methods Metrics
Acc AUC Pr Re F1-

Score
Naı̈ve Bayes 62 0.74 0.55 0.80 0.59
Logistic
Regression

69 0.75 0.61 0.76 0.68

Random Forest 71 0.78 0.67 0.68 0.67
XGBoost 73 0.81 0.70 0.78 0.73
GBM 75 0.83 0.71 0.79 0.74

Boosting (GBM) eclipses the other classifiers from all
performance metrics standpoint.

Figure 6. ROC for different classifiers in cross-validation framework

In the cross validation scenario, a similar pattern is
observed and there is little change between the correspond-
ing evaluation metrics for the two frameworks. Amongst
the ensemble models, gradient boosting performs the best,
while discriminating between the successful and unsuccess-
ful projects. The AUC value of 83% shows that the data can
be fit well by Gradient Boosting. Also, XGBoost shows
almost similar AUC value of 81% (see Figure 6).

We chose a family of five algorithms where Naı̈ve Bayes
and Logistic Regression are parametric while the remaining
three are non-parametric algorithms. It is observed that non-
parametric algorithms perform better to distinguish between
success and failure of content on the Patreon crowdfunding
platform than the parametric classifiers considered in this
study. We believe that the distribution of Patreon projects
is uneven, like the Kickstarter projects [40], and free of
assumption on the coefficients of logistic regression and
the distribution on the input variables of Naı̈ve Bayes
classifiers. The last three classifiers are ensemble classifiers
which are more powerful in the sense that it assimilates
the predictions from multiple independent base classifiers
(i.e. decision tree here) together compared to that from an
independent classifier [41].
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Overall, we conclude that our classifier’s production was
satisfactory. Regardless of how we split the dataset, our
precision seems to touch an upper bound of 75 percent. This
indicates that there is a probability that other variables exist
that will help us to better identify the successful projects.
We assume that possible additional variables could be the
message postings on Patreon page, creators crowdfunding
experience, demographic attributes of the creators and pa-
trons, geo-location, creators’ connectedness in the platform,
and content analysis of the uploaded text and video as well.
Our current dataset does not include these variables.

9. Discussion of results
Prediction of success of crowdfunding campaigns is

becoming increasingly significant due to the growth in
the use of different crowdfunding ventures by promising
entrepreneurs, low-cost businesses, and individuals. We can
ask the question “how are creators of crowdfunding projects
using social media to activate their fans to create economic
value”?

Using archival data from Patreon projects, we observe
that boosting methods (GBM, and XGboost) appeared to
be more efficient to predict the success of projects in
comparison to the other three techniques, though Random
Forest also reports more than 70% accuracy, the boosting
algorithms further improve the prediction results in both
the partitioning and cross validation set-up. In both set-
ups we notice the non-parametric classifiers outperform
the parametric classifiers. Furthermore, the non-parametric
subset of the family of classifiers considered in this study
is constituted with three ensemble classifiers. In this study
the random forest is the basic ensemble classifier while
XGBoost and GBM are the boosting variants that takes
predictors in a sequential fashion instead of random manner.
It makes the predictions better by boosting the weaker
models, leveraging the residual patterns. Though XGBoost
is theoretically more powerful than GBM, we believe GBM
splits the base classifier (decision tree) leaf-wise while
XGBoost splits the base classifier in level-wise fashion. The
leaf wise split may result a little better accuracy than level-
wise algorithm, by lowering more loss

We are interested to see which features contribute more
to the prediction. The feature importance for the predictors
is computed using the Gini impurity as shown in Figure 7.
The list of features in Figure 7with importance responds
to our first research question regarding the determinants of
measuring the project success on Patreon. From Figure 7,
we notice that incomes which depend on the number of
patrons decides the success extensively. The content makers
will churn if the number of refusals from sponsors or
backers related to the campaigns grows. It is next to
impossible to realize the projects with quality content with
limited funds or resources. Additionally, the content makers
do need the likes and following of the contents as a measure
of appreciation as it is attributed to attract the sponsors
and hence improves the chance of getting more sources of

Figure 7. Feature Importance

earnings.

Secondly, subscribers to YouTube also play an important
part in the content’s progress. One-fourth of all campaigners
attached to Patreon platform belong to the video content
creation category. The creators may display more videos to
illustrate the process of content development to their fans or
followers such as how to create comics, build online games,
puzzles for psychological testing etc. This may explain why
subscribers (followers) play a pivotal role in evaluating
performance of the creator of the project. We also see
from Figure 7, that Twitter and Facebook are effective in
measuring the success of the projects as independent social
media platforms. The aforementioned observations on the
influence of social media platforms and type of content
category to determine the success of the crowdfunding
projects on Patreon answer our second and third research
questions. We can also say that the creators should take
steps to gain attention of the viewers with their projects
on Patreon to increase content popularity as indicated by
YouTube views in Figure 7.

We can also use this analysis for patronage forecasting
since it can choose the successful projects to support in
various categories. The projects which have failed could
be analyzed and modified to improve the creator content.
Along with the predictions of the success, we can also
predict the other information on the ongoing projects such
as the count of patrons, the earnings, and monetary progress
etc.

From the experimental results we observe that the
Gradient Boosting model accuracy reaches 75% while that
for Naı̈ve Bayes (the worst performing model) is only
60% to forecast the success of crowdfunded projects on
Patreon. The result indicates that non-parametric models are
more powerful to predict positive cases, which indicates the
successfully financed projects.
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10. Conclusion and future work
Prospective Patreon creators should have tools to an-

alyze the features of their respective campaign profiles to
predict the success of their projects before that are launched.
We leveraged the supervised machine learning classifiers to
facilitate them do so. We applied various models on Patreon
projects dataset to determine whether the launched projects
can be categorized as success or failures in this work. Our
work in this area aims to assist new content creators with
project planning so that they can deliver what the customer
expects. The result of this study may facilitate the building
of a forecasting engine that can advise potential creators in
the creation of successful content for their projects, this may
help the newcomers in the crowdfunding platforms for their
campaigns. To support this forecasting tool, we employed a
family of classifiers, ranging from naı̈ve Bayes, to ensemble
techniques. We observed that Gradient Boosting provided
the best results, with the least runtime.

We have only studied the dummy results of success
attribute of the project. We will further evaluate other
aspects of crowdfunding by forecasting the number of
patrons, the earnings for every category, and the growth
in the creator profile in terms of contents and posts.

Though we are encouraged by this result, we look to
explore additional features in the future for further future
improvements on the present study. Although we have
resorted to mainly supervised algorithms, we intend to
explore the deep learning methodologies in our upcoming
work.

In future study, we intend to include the dynamic
features of the project campaign such as updates, comments,
posts per day etc., and the social promotion attributes
such as followers’ counts, count of tweets, count of shares
of YouTube videos, to comprehensively analyze how the
outcome is affected by these attributes. We will carry out the
experiment on how the addition and subtraction of features
can improve the performance behavior of the classifiers,
both in supervised and deep learning setups. The feature set
will contain the present and the additional features explored
in the near future.

We will apply our methodology on different crowdfund-
ing platforms other than Patreon in future to compare the
accuracy of classifiers to measure the success of projects
across different crowdfunding platforms. As crowdfunding
is a growing field, we hope to provide the creators with an
enterprising framework to launch their project.
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