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Abstract: Virtual Desktop Infrastructure (VDI) technology is advancing rapidly. Organizations, including hospitals, banks, Oil and 

Gas companies, and universities have considered VDI as an alternative to the typical office workstation. Implementation of VDI 

technology has several attractive benefits such as simple management for desktops, reduction of operational cost, and better resource 

utilization. A study has been conducted in a specialized Oil and Gas training center located in a Gulf Cooperation Council (GCC) 

country. The motivation behind the study was to evaluate VDI technology as an alternative to workstations when considering 

complexity of administration, improving end-user experience, and application performance. In this study, different types of GPU/CPU 

applications were evaluated to provide an indication of whether this technology is capable of replacing the conventional workstation 

environment in Oil and Gas companies. Throughout this paper the evaluation of VDI implementation in an Oil and Gas training center 

is presented along with the associated system design, benefits, and challenges. 

Keywords: Cloud Computing, Virtual Desktop, Virtualization, Private Cloud Evaluation, VDI Deployment at Training Center and 

Testing VDI in Academic Environment. 

1. INTRODUCTION  

Recently, a huge number of organizations have begun 

implementing Virtual Desktop Infrastructure (VDI). The 

success of large-scale VDI deployment, particularly in the 

educational sector, is a leading motivator for evaluating 

VDI technology in training centers. Such specialized 

centers run different types of applications that require 

heavy GPU and CPU processing. In fact, the nature of the 

training center is dynamic where an average of 6-7 training 

sessions are conducted simultaneously. 

 

 However, in the current traditional workstation 

environment, there are challenges associated with 

administration, applications, and workstation 

configurations. One challenge is the inefficient and lengthy 

process of class preparation, which involves providing a 

fresh operating system with certain number of applications 

for each student. This activity usually requires an 

administrator to install the operating system and 

applications on every workstation prior to the start of any 

training session. Furthermore, managing workstation 

activities such as software installation, vulnerability 

remediation and OS migration remain additional 

challenges in the current workstation-based approach. 

 

VDI, as an alternative to a conventional workstation 

solution, facilitates better handling of key operational 

functions such as desktop provisioning and patch 

management processes.  VDI also helps simplify complex 

class preparation for any training session. Additionally, 

VDI is a secure option because user data is not locally 

stored in end-user devices; therefore, losing devices will 

not cause data loss. 

 

The intent of VDI implementation is to offer a similar 

desktop experience through Virtual Machines (VMs), 

which can be maintained in a data center and accessed from 

any device. Basically, the concept of shifting the workload 

and processing to the data center will contribute indirectly 

towards cost savings. These savings are realized because 

user can utilize thin clients that are inexpensive, with low 

computing capabilities and less power consumption 

devices [2][7].  

 

Therefore, the motivation behind this study is to 

analyse and assess the feasibility of VDI technology as a 

replacement of conventional workstations in an Oil & Gas 

training center. The evaluation covers different key aspects 

of VDI technology that are considered major 

http://dx.doi.org/10.12785/ijcds/0906024 
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benchmarking areas including administration, performance 

of desktop and applications, and end-user devices. 

 

2. HISTORICAL OVERVIEW OF VIRTUALIZATION                                              

TECHNOLOGY 

A. The Onset of Virtualization 

The concept of server virtualization has existed since 

the era of mainframe computing in the 1960s and it has 

evolved over the years. At that time, the computer could 

perform one task through a single application one at a time. 

As a matter of fact, the 1960s marked the start of memory 

virtualization research at Michigan University. The 

memory virtualization system utilized was an IBM System 

360 which allowed users to perform several tasks 

simultaneously in a single machine [1].  After that, the idea 

of time sharing emerged as a virtualization technology. 

Basically, it is a physical machine that can be accessed 

remotely by many users simultaneously and independently 

[1][18].  

 

Virtualization was popular in the market until the 1970s 

when personal computers superseded virtualization in 

terms of cost effectiveness; and hence, the focus in the 

market on virtualization decreased. Still, the mainframe 

was used to meet enterprise computing needs. In 1972, the 

hypervisor, called the Virtual Machine (VM-CP) came to 

the market. The hypervisor is a controlling program which 

operates in a machine to create a virtual computing 

environment. The hypervisor is considered the main driver 

leading to the advent of cloud computing, server 

virtualization and desktop virtualization [1].  

 

B. Desktop Virtualization Technology 

One of the virtualization applications is Virtual 

Desktop Infrastructure (VDI) which  emerged after 

hypervisor invention (e.g. EXS or other technologies). 

Mainly, hypervisor is intended to separate operating 

systems and applications from the underlying hardware 

“Server” and to virtualize hardware resources (e.g. CPU, 

GPU, Memory, Network, Bandwidth, etc). Its operating 

system is installed in a physical server to create a virtual 

environment that allows concurrent operation of multiple 

instances called virtual machines (VMs) [17]. 

 

VDI is a Server based Computing (SBC) technology 

which differs from Personal Computers. The computing 

processes in VDI are carried out in Data Center and all the 

desktops are hosted on server. In this case, users connect to 

their desktops through Remote graphical Protocol such as 

Remote Desktop Protocol (RDP) from any device as shown 

in “Fig. 1” [2]. 

 

 
 

Figure 1. Users Connect to Virtual Desktops Through  

                                           a Protocol such as RDP.  
 

The idea of reserving a virtual machine (VM) for each 

user in the data center is not practical and considered poor 

resource utilization. However, with the introduction of 

Controller or Connection Broker as a management tool, 

user connections are based on the available VMs instead of 

having a dedicated connection to a specific VM. 

Connection broker has additional features like connecting 

a user to the right group of machines, deploy more 

desktops, monitor the performance and status of machines 

to indicate which VMs are in use, load balancing, 

troubleshooting and automatic reconnection to 

disconnected sessions[2]. Still the concept of broker is 

evolving and more features are being added such as Virtual 

desktops supporting Windows 10, NVIDIA GRID, 

multimedia redirection and 4K monitors [17].  

 

Desktops and applications in VDI run remotely on 

server and user profiles are kept in a centralized storage 

location. Thus, users can seamlessly access desktops and 

work on applications as if they are running locally on their 

machines. This provides mobility features to desktops [2].  

  

Like any technology, desktop virtualization has its 

strengths and weaknesses given different use cases. Hence, 

assessing the use case and feasibility of VDI application is 

essential. It follows that determining whether VDI meets 

training center requirements in Oil and Gas companies 

must be through a proper evaluation.  
 

3. THE BENEFITS OF DESKTOP VIRTUALIZATION 

Virtual Desktop Infrastructure (VDI) proved to be a 
great advantage and of value to the academic sector [3]. Its 
benefits included centralized workstation management, 
minimized cost of power consumption, efficient resource 
utilization, simplified process of desktop deployment and 
maintenance, and streamlined OS migration [2][3]. “Fig. 2” 
presents the benefits of VDI deployment in brief.  
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Figure 2.  Summarized Benefits of Implementing VDI 

 

A.   Centralized Workstation Management 

One key feature of VDI technology is the centralized 
management of workstations. Rot and Chrobak [3] 
indicated that centralized desktop management decreases 
the complexity associated with desktop maintenance and 
increases efficiency. In such an approach, all desktops can 
be easily administered, supervised, and tracked along with 
their installations (updates, software, etc) through a single 
console run by one person in technical support [2].  

This fact leads to several enhancements in the way of 
handling operational activities efficiently. The reason 
being that an administrator applies customizations and 
modifications as a master image and the changes are 
reflected to targeted desktops via one command. This 
concept significantly reduces the time and effort involved 
in administrative functions [2][3]. Sacha Karbginski IT 
operations group leader describes central management as a 
great benefit because it helps his team to easily administer 
2000 workstations distributed over 560 branches from a 
single location. He shared his experience when the team 
was able to increase all desktops RAM successfully from a 
central console in one day [4].  

Thus, regardless of the number of managed desktops, it 
can be performed remotely and simultaneously [5]. In a 
typical workstation environment, desktop deployment and 
OS installation are deemed tedious and lengthy tasks since 
they are repeated on each machine individually.   

With VDI, desktop provisioning takes minutes instead 
of hours [6]. For example, Rahman et al. [7] stated that 
KFUPM was successfully able to deploy 120 virtual 
machines in less than 40 minutes in their evaluation of VDI 
technology. 

Furthermore, centralized management ensures effective 
monthly patching since the updates are distributed to all 
VMs at once with no exceptions [5]. Thus, it helps avoid 
vulnerabilities or unreached updates. Pushing monthly 
patches using remote software tools (e.g. Norton) is 
difficult to handle [2]. Such tools are agent based; and 
therefore, updating all workstations cannot be assured at 
one time and requires multiple attempts to address all 

vulnerabilities due to many reasons such as disconnected 
machines from network, machines being powered off, etc.  

In addition, upgrading the Operating System on 
multiple machines by disseminating replicas of a single OS 
image from one console is an attractive advantage of VDI. 
As mentioned in [2], upgrading the OS through the typical 
method (i.e. non VDI) involves considering hardware 
components (e.g. RAM and hard disk) and software 
upgrade and compatibility for each workstation. Such 
processes incur high cost of manpower and time.   

It can be understood from the previous facts that all 
vital functions including OS upgrades, desktop 
implementation and maintenance are performed utilizing 
the concept of “apply once and deploy to many”. This 
concept is creating replicas of images from a single master 
image which includes all software installations, 
applications, updates and OS upgrades. These replicas can 
be updated and modified at any time easily to suit the 
operational requirements with minimum effort from one 
central console. 

This helps the administrator to create a library of master 
images tailored according to different user needs [3]. This 
facilitates desktop preparation for training classrooms 
based on different application/courses requirements by 
deploying the appropriate master image. “Fig. 3” shows in 
brief the advantages of utilizing VDI centralized 
management feature in administrative tasks. 

 

Figure 3. Summary of key Activates Performed through  

                                Centralized Management.  

B. Mobility and Desktop Independent Access  

The intent of desktop virtualization is to offer a 
substitute for the Personal Desktop [7]. In fact, all virtual 
desktops (VMs) are hosted in one centralized location and 
accessed by user through remote graphical protocol (e.g. 
ICA, PCoIP).  This makes the VDI independent from the 
utilized device by the users [2]. VDI can be accessed 
securely from anywhere and by any type of device (e.g. thin 
client, smart phones, etc).  

In education/training centers, the device independency 
feature of VDI makes it possible to use any type of device 
to conduct training regardless of its computing capabilities. 
This is because the main purpose of end-user devices is to 
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only connect user to VDI infrastructure where desktops are 
hosted. With this feature, instead of utilizing a dedicated 
workstation for each student in the classroom, students 
have the freedom to move while accessing their desktops 
from different devices.    

C. More Secure 

In fact, user data in VDI is located in a centralized 

storage location which reduces the susceptibility of data 

leakage or loss. Hence, VDI has adequate data security as 

the user profiles and files are kept in the data center fully 

isolated from the local user devices as shown in “Fig.4”. 

Based on that, losing user device does not cause data 

leakage[5]. The administrator can define policies to prevent 

copying data to local devices which makes accessing 

desktops via different types of devices a secure option [3]. 

In case end-user devices are corrupted, replacing the 

hardware with a new device takes only a few seconds 

because no data is stored on user devices.  

 

 
    

Figure 4. Users Files and Profiles are Stored in Data Center 

   and Can be Accessed from Any Device  

D. Resource Optimization 

Workstations, in general, are not fully utilized and VDI 

ensures better overall use of resources. As Agarwal and 

Nath [8] stated, less than 5% of computers capabilities are 

utilized per the normal use of a personal computer. 

However, virtualization capitalizes on server resources and 

guarantees maximum use by distributing resources among 

many users [8][7]. 

 

E. Cost Saving   

In VDI, end-user devices are used as a means to access  

desktops through network connectivity. With any VDI 

solution it is recommended, as a cost effective alternative, 

to use devices with low computing specifications such as 

thin-clients. Thin clients are small devices that do not have 

a hard disk, RAM and CPU similar to typical workstations 

[3][5]. These devices consume less energy (about 40-50 W) 

compared to the minimum power consumption of 

workstations (about 200W) [2][3].  

 

Thin client is an inexpensive device and its price is 

approximately three times less than an average 

workstation. In addition, it has a longer life span than a 

Workstation since  there are no moving parts or software 

incompatibility issues over the time [8].   
 

4. SYSTEM DESIGN: 

In 2018,  a small scale VDI evaluation was conducted 

within the company premises for better control and 

stability. The infrastructure consists of Hyper Converged 

Infrastructure (HCI) nodes, and each node has the 

following specifications: 

 

 192 GB RAM. 

 Intel Xeon Silver 12 Core 2.1 GHz Processor. 

 Hybrid hard disk 14 X (1 TB) HDD and 2 X (1.92 
TB) SSD. 

 Two (2) NVIDIA Tesla M60 graphic cards. 

 “Fig. 5” shows the testing environment with the 

minimum hardware required to operate VDI.  HCI is an x86 

server in which computing, network and storage are 

gathered in a single system to allow resource sharing and 

better scalability [13]. As shown in the Figure below, the 

system design was built from three distinct software 

technologies: Hypervisor, Storage and Desktop 

Virtualization Solution.  

 

 
                    

Figure 5. VDI Evaluation Infrastructure 

 

A. Storge Technolgy in VDI Infrastrucure:   

The storage, integrated in the testing infrastructure, is a 

combination of SSD and HDD disk drives attached to 

server as presented in Figure 5. This type of storage is 

called All flash drives, and managed by software-define 

technology. 

 

 In this evaluation, the storage technology relies on 

installing its software in a virtual machine on every server. 

The virtual machine that is managing the storage is known 

as Controller VM (CVM) software which provides central 

storage management by virtualizing all disks locally 

attached to HCI servers [14]. In addition, it provides a 

centralized single console for administrators to monitor the 

performance and resource utilization of multiple clusters in 



 

 

 Int. J. Com. Dig. Sys. 9, No.6, 1275-1284 (Nov-2020)                        1279 

 

 

http://journals.uob.edu.bh 

different sites. The solution facilitates performing system 

health checks and generating alerts which help in 

troubleshooting and reducing resolution time [15]. 
 

B. Desktop  Virtualization Components and 

Architchture:   

In this study, desktop virtualization is based on 

Xendesktop solution. “Fig. 6” shows how VDI components 

interact with each other to deliver desktops to end-users. 

VDI is based on client-server architecture. Thus, end-user 

devices must run a software agent to establish 

communication to VDI infrastructure through ICA/HDX 

remote graphic protocol where virtual machines are hosted. 

In the beginning, users login to an App Store web server to 

select their entitled resources (e.g. Windows 10 desktop). 

If the selection is identified, a request is sent to Controller 

or the broker server. The broker is deemed the main 

component in VDI because it is responsible for user 

authentication, monitoring the status of virtual machines, 

and connecting users to the available VMs. In other words, 

it is communicating with other components which are 

Licenses server, Active Directory, and SQL databases to 

provide desktops to users [10]. 

 

 
 

Figure 6. Desktop Virtualization Components 
 

In this evaluation, Management console used to 

perform administration, and configuration tasks. The 

console helps technical support in troubleshooting 

activities, tracking licenses, and configuring roles [12]. 

One of the key features is the ability to create groups of 

machines (pool of desktops) with the same configuration 

and assign desktops to a group of users. As shown in 

“Fig.7”, an administrator selects “Deploy” command from 

the console to create a group of cloned machines with the 

same configuration of the master image. After that, 

selecting “Assign” command will identify these VMs to a 

group of users. Using this method an administrator can 

prepare different pools of machines to serve different 

courses’ requirements in short time.  

 

 
 

Figure 7. Presents How to Deploy Group of VMs and Assign 

             Them to Users Through VDI Management Console. 

 

C. Operating System and Applications 

Requirements:   

The focus in this study was to assess the use of 

Windows 10 as the Operating System in provisioned 

desktops. As a noteworthy point, Windows 10 requires 

higher CPU consumption (32% more) than any other 

Operating System. The applications running on Windows 

10 platform require additional GPUs compared to 

Windows 7 [9]. Therefore, VDI hardware is equipped with 

NVIDIA graphic cards to ensure better performance for 

intensive graphics applications with Windows 10.  

 

Moreover, the type of applications utilized by 

professionals are demanding, and require advanced 

workstation configuration with special CPU, GPU and 

Memory (e.g. models’ interpretations, 3D simulations, 

seismic applications) to run properly. Thus, there are three 

different workstation’ configurations classified as General-

use , Mid-range and High-end workstations to address 

applications requirements as shown Table 1. 

 
TABLE 1. TRAINING CENTER WORKSTATION 

CONFIGURATIONS 

 

PC configurations CPU GPU Memory 

General-use  4 Cores 2GB 16GB 

Medium-range 8 Cores 4GB 32 GB 

High-end 16 Cores 8 GB 64 GB 

D. Desktop Provisioning Method:   

The factor that makes VDI deployments faster than 

conventional is Desktop Provisioning service. The utilized 

provisioning module in this study is Machine Creation 

Services (MCS). Through MCS, VMs are cloned form a 

master image and the created machines are called “linked-

clone” [11]. In this process, the master image is set as read-

only and the replicated VMs do not copy the whole image. 

Thus, all data will be cleared out from the VM upon log-

off but it will be saved on another disk called differential 

disk. Any change or update made to the master image can 
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be reflected onto the cloned VMs accordingly by selecting 

the update option in the Management console.    

 

MCS also contributes in saving disk space. As Chrobak 

[2] mentioned, this type of implementation saves 

approximately 75 % of disk space. This is because the 

cloned machines initially have 1 GB of space and the 

capacity increases as needed until it reaches the maximum 

storage capacity. For example, let us say the capacity for a 

master image is 20 GB and there are 100 cloned machines 

with the same disk size. The total disk space required is 

2TB. However, with MCS, each machine has 1 GB for 

saving its data which means that the 100 machines 

consume 120 GB of disk space altogether [2][3]. 

  

E. End-users Devices:   

To assess the performance of VDI in regards to the end-

user devices, thin clients were used in this study. Thin 

client devices run light versions of Operating Systems such 

as Windows 10 IOT, which is the smallest Windows 10 

edition. During the assessment, Windows 10 IOT and 

Linux-based thin client were utilized. Note that there are 

differences between Windows and Linux devices in terms 

of the maximum supported monitors and VDI accessibility 

method. Table 2 shows the features of Linux and Windows 

thin clients. 

 
TABLE 2. FEATURES OF THIN CLIENTS  

 

Attributes 
Thin client 

Windows 10 IOT Linux 

Supported 

monitors 
4 3 

Access Agent/ Internet Browser Internet Browser 

 

5. PRACTICAL EXPERIMENT SETUP 

The assessed system was placed in production for five 

months. Two classrooms were reserved to conduct training 

sessions using VDI technology. As seen in “Fig. 8”, the 

capacity of each classroom is six students and each device 

is connected with two monitors. During the evaluation, 

Windows 10 IOT and Linux thin clients were put in two 

separate classrooms.  

 

The infrastructure for the study has limited resources. 

Thus, the hardware was sized based on the highest 

workstation configuration and designed to accommodate 

Six High-end VMs. Accordingly, VMs can be configured 

to run Six Medium-range or Twelve General-use VMs. 

User profiles and data were kept in a shared folder within 

the solution to avoid slowness. The network connectivity 

for VDI server is 10 GB while the network connection to 

each end-user devices is limited to 1 GB.   

 

 
Figure 8. VDI Evaluation Setup. 

6. RESULTS AND DISCUSSION  

Nowadays, there is a wide range of tools to automate 

workstations’ administration and, usually firms’ 

recruitment for workstation administrators is based on an 

estimate of 500+ workstations per administrator [5]. 

 

Regardless of the number of supported desktops, one 

VDI administrator can remotely manage many desktop 

activities from centralized location at the same time. 

Hence, VDI simplifies the process of managing operational 

activities such as desktop deployment, software updates 

and maintenance especially for an academic environment 

[7].   

 

From the study, both VDI and conventional 

environments’ update process were monitored for a period 

of five consecutive months. “Fig. 9” presents the readings 

that have been taken from reporting tools after one day of 

applying Windows 10 monthly updates. 
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Figure 9. Output of Reporting Tool after One Day form VDI and 

Typical Workstation Environment.  
 

It is clear that VDI is efficient in remediating all desktop 

vulnerabilities since 100% of targeted desktops received 

updates at once the very first time. On the other hand, 

conventional workstation approach relies on automated 

software/tool which is gradually updating workstations 

with a maximum achieved percentage of about 95%. Thus, 

administrator manual intervention is required to achieve 

100% workstation remediation and ensure no 

vulnerabilities remain. 

  

 
 

Figure 10. Recorded Time While Performing Activities (Desktop 
Deployment, User Profile Creation and Login) in One VM and One 

Workstation.   

 

The time required to complete desktop deployment, user 

profile creation and login into a machine is another factor 

to gauge the effectiveness of having VDI as an alternative 

to conventional. With reference to “Fig.10”, the average 

duration of executing each activity (i.e. Desktop 

Deployment, Profile Creation and Login) indicates that the 

desktop deployment using VDI technology was 

significantly faster by 71.5%. With VDI, the process of 

desktop deployment and building image takes around 20 

minutes compared to 69.9 minutes when re-imaging a 

desktop using the conventional approach. It is proven that 

VDI shortens desktop implementation from hours to 

minutes [6]. 

  

The image size of VDI desktop was reduced by 42% 

compared to conventional workstation environment. This 

is due to the fact that VDI is device independent; and hence, 

there is no need to include additional hardware drivers on 

Windows image. Accordingly, updating and rolling back 

VMs to previous state are time efficient processes [5]. For 

the other two covered activities in the analysis; namely, 

User Profile Creation and Log-in, they are comparable 

between both environments. 

 

During the study, it was clear that the average time 

required for an administrator to reimage workstations or 

rebuild VMs is increasing as the number of devices grow. 

The process of reimaging the conventional workstations is 

lengthy and requires manual work. By comparing the 

recorded time intervals, building VDI desktops was more 

efficient and faster than reimaging conventional 

workstations for the same number of devices. 

    

  The evaluation shows that the time required to prepare 

desktop in VDI gets slightly longer as the number of VMs 

increases. This is because the infrastructure utilizing the 

hybrid (SSD and HDD) which makes the activities related 

to rebuilding image or refreshing VMs a bit slower. 

However, the master image should be kept on speed storage 

(SSD) to have the optimum performance using MCS 

provisioning technique [2].  

 

VDI depends on sharing hardware resources with 

multiple users. It is important to calculate the VDI 

performance with concurrent connections to know the 

endurance of the system. User opinions were surveyed after 

each training session about their experience with the VDI. 

The feedback covers key questions about their satisfaction 

with VDI as a viable alternative to the conventional 

desktop, applications performance and the utilization of 

thin client devices.  Table 3 presents the end-users survey 

results based on which the analysis of VDI performance on 

the targeted areas/aspects.  

 
TABLE 3. USERS FEEDBACK COLLECTED AFTER EACH 

TRAINING SESSION. 
 

Attributes  Partially (Half of 

Users or 50% 

connected to VDI)   

Completely (All 

users or 100% 

connected to 
VDI)  

Login time Duration  

1) Similar to PC. (= PC) 

2) Different than PC but less 

than 1 min. (< 1min). 

3) Different than PC but 

more than 1 min. (>1min.) 

- 75% (<1min.) 

- 25% (= PC) 

- 90% (> 1 min.) 

- 10% (< 1min.) 
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Experience of 

Applications’ performance  

1)  Similar to PC. (= PC) 

2) Different with Acceptable 

slowness (Acceptable app 

Slowness) 

3) Different with 

unacceptable slowness 

(unacceptable) 

- 85% (Acceptable 
app Slowness) 

 

- 15% (= PC) 

-   96% 

(unacceptable) 

 
- 4% (Acceptable 

app Slowness) 

 Experience of end-user 

devices’ performance  

1) Linux thin clients  

2) Windows 10 thin clients   

- 100% (Prefer 
Linux devices) 

 

 

-100%(Prefer 
Linux devices) 

 

 

             

Considering the concurrent login capabilities in VDI 

environment, the process of logging in to a normal 

workstation at the training centre takes 30-35 seconds 

while it takes 40 seconds in VM which is slightly slower. 

The login time of one VM is taken as a reference to 

calculate the log-in time as the number of connected users 

increases as shown in “Fig. 11”.  

 

 
 

Figure 11.Login Time for Concurrent Connection based on 

Users Utilization. 

 

In this evaluation, users encountered slowness in 

navigating their desktops, launching applications and 

getting inputs from keyboard keystrokes when the number 

of VMs reaches its peak (i.e. all users connected to VMs). 

The poor performance was related to scalability (limited 

system resources) of the system because VDI infrastructure 

depends on resource sharing. If storage or memory could 

not handle the load, unacceptable performance resulted. As 

a remedy, the memory and storage were increased and the 

performance was enhanced.  

 

The study also showed that the performance of running 

standard applications (e.g. Microsoft office suite), and 

heavy intensive applications graphics with high CPU 

utilization used by geological and geophysics applications 

were similar in both environments. However, it was found 

that increasing the number of users in VDI infrastructure 

would cause slowness and poor resolution due to limited 

resources of memory, CPU and GPU. Frequent freezing 

and slow graphic movement was experienced in cases 

where applications were used by more than four users 

simultaneously. Quality issues in real-time transmission 

(video and audio) were detected if the load increased. Such 

observations were considered common issues of VDI 

system in CPU and GPU intensive applications [5].  

   

For the performance of thin clients in VDI, it was found 

that Linux thin clients were fast and meeting the user 

expectations but they were not supporting agent-based 

applications. Meanwhile, Windows thin clients 

demonstrated noticeable slowness. In addition, Linux thin 

clients had less administration overhead as they needed less 

device updating frequency compared to Windows 10 IOT. 

In fact, Linux thin clients were required to be updated for 

only one time during the five months study while Windows 

10 IOT thin clients were updated on a monthly basis.  
 

7.  CHALLENGES 
 

Although VDI has many benefits for different 

organizations (e.g. education, hospitals and banking 

sectors), its deployment has many challenges [3].  

 

One of these challenges is the high initial cost. The 

capital cost associated with the hardware, licenses and 

software is expensive compared to procuring new 

workstations. In addition to the hardware initial cost, this 

high cost is also attributed to the fact that each VDI user 

needs to have licences to access the VMs and for the use of 

VDI system components. Thus, the hardware cost can 

dramatically increase. However, considering the long-term 

operational benefits; VDI is an effective solution in some 

use cases [3].  

 

Another challenge is providing the required training 

prior to the adoption of VDI as replacement for workstation 

environment. It is important to ensure that the 

administrators are prepared with the right skills to deal with 

VDI environment. As a minimum, this would cover system 

deployment, troubleshooting, and daily operations. In order 

to avoid user reluctance in accepting a VDI environment, 

proper user training must be conducted. These attribute to 

higher costs which should be accounted for [3]. 

 

System complexity is another challenge that requires 

forming a team with skilled members possessing diverse 

expertise including network, storage, and security. Hence, 

the employed personnel are required to possess the 

background and discipline covering all VDI system 

components [3]. 

 

Moreover, it is observed from the study that the VDI 

does not support Windows 10 biometric authentication 

(e.g. fingerprint, smart card and face recognition). This 
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limitation will not allow full utilization of Windows 10 

available features that are widely used in the conventional 

environment. 

  

Last but not least, VDI is a network dependent 

technology. Users without network connectivity cannot 

access their desktops. To ensure system reliability, it is 

recommended that organizations have a strategy to 

consider redundancy and eliminate single points of failures 

such as network, electricity, VMs, servers, etc. [2].  

8. CONCLUSION  

VDI technical evaluations revealed that the capabilities 

of this technology can serve different type of users’ 

requirements covering advance computations and 

visualization rendering. This can be provided as long as the 

system is properly designed for scalability and equipped 

with the right resources. Although the initial investment for 

VDI is costly, but the return of investment will pay back 

over a period of time by overcoming the cost of operations 

and maintenance, leading to high efficiency and time 

effectiveness. Furthermore, current VDI implementations 

impose different technical challenges that will be overcome 

as this technology rapidly advances to meet the market 

needs.  
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