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Abstract: Opportunistic networks are the networks having dynamic connections which are ad hoc in nature and are not fixed because 

of their dynamic movement. Predicting connection between two nodes is difficult in such scenarios and it depends on  various 

parameters such as speed of the connection, number of nodes transmitting simultaneously, number of messages and time to live (TTL) 

of the message generated by a node for a given time interval. Opportunistic network are being used widely due to the development in 

IoT and 5G and messages generated has to be delivered effectively in such environment becomes very critical. So, in this paper, Hidden 

Markov Model Routing (HMMR) algorithm is proposed which uses Hidden Markov technique to find the most efficient route for the 

transmission of the message. The proposed algorithm uses emission probability and transition probability to predict the success rate of 

the route while predicting routing path. The proposed HMMR algorithm results have been compared with similar algorithms in order 

to evaluate its efficiency. The proposed algorithm can be used in health care application in order to monitor patients suffering from 

Cardio-Vascular disease. 

 

Keywords: Cardio-Vascular Disease, Emission Probability, Hidden Markov, IoT, Opportunistic Networks, Routing, Transition 

Probability. 

 

1. INTRODUCTION 

IoT consists of interconnected devices wherein devices 

with processing capability interact with each other through 

communication medium which can be either 

electromagnetic waves or unfixed point-to-point 

connection [1]. An Opportunistic IoT is a class of IoT in 

which connection are not fixed and connections are 

established in an ad-hoc manner [2]. In this paper Hidden 

Markov Model Routing (HMMR) algorithm is proposed 

which uses Hidden Markov technique to recognize the 

most efficient route for the transmission of the message. 

Hidden Markov technique is a prediction technique to 

identify hidden states in finite set of transitions between 

states represented as a finite state machine[3]. Hidden 

Markov Model based routing algorithm which will be 

further referred as HMM routing algorithm uses a 

minimalistic Baum-Welch algorithm to predict the best 

possible next hop to transmit the packet for it to reach the 

end of the route. The algorithm in general terms determines 

the path of transmitted message that has taken till that point 

of time and together with the location of the node in the 

network. The algorithm performs the same steps for all the 

nodes it has encountered during transmission except for the 

destination node. The algorithm trains and builds the model 

for this region. For non-destination node it generates 

message only if the delivery probability for the route is 

high. The HMMR algorithm predicts the best route to 

deliver the packet by making using of a Hidden Markov 

Model to determine the observable hidden states [4]. The 

prediction using hidden states minimizes the parameters 

used by the algorithm and also reduces overall data 

required to predict the best possible route. This algorithm 

conserves energy by sending data to determined route 

rather than many different routes hence it also maximizes 

delivery probability. The overhead in processing large 

number of data is reduced through this algorithm hence 

network overhead is minimized. 

HMMR algorithm utilizes less energy and network 

resources due to the following reasons: 

 

• The algorithm is self-learning and predicts the 

best path to transmit the message. 

http://dx.doi.org/10.12785/ijcds/100143 
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• The algorithm uses minimalist version of HMM 

Baum Welch algorithm, which is efficient in 

prediction. 

• Learning is performed only on the regions which 

the algorithm divides. 

The HMMR algorithm works by training itself, the 

delivery of the message provides an opportunity for the 

algorithm to train itself so the algorithm can become more 

efficient. The algorithm efficiency is similar to base routing 

algorithm at the beginning of the message transmission, 

after the algorithm trains itself on number of successful 

deliveries of message the algorithm becomes effective and 

can transmit message with good delivery probability [5]. 

The HMM routing algorithm uses less parameters leading 

to less data utilization and as a result predicts path faster. 

In addition, the algorithm dividing the network into region 

limits the delivery probability storage requirement in the 

region, each node need to store data related to that region 

and storage of other region data is not required [6]. The 

HMM model is represented as model with finite set of 

states, so it performs transitions between states depending 

on the probability rule [7]. In such a finite state system 

upcoming transitions are fixed, and the bygone transition 

does not determine the next transitions. The present state 

and duration that has passed by solely determines the next 

transition [8]. This finite number of states of markov chain 

system is used in most of its applications and also it can be 

easily represented using a finite state machine. 

Motivation of this work are, (1) Dynamic routing nature of 

opportunistic networks lead to difficulty in predicting next 

IoT node for routing of data. (2) Applications like 

healthcare require efficient delivery of critical data about 

patient in faster and efficient way. (3) Overhead in 

predicting next node as forwarder node during training 

phase of HMM.   

Contributions of this work are: 

1. Predicting reliable next node as forwarder node to 

forward data to destination. 

2. Predicting efficient and reliable path for the delivery of 

the data without much delay.  

3. Minimizing overhead in training and building of HMM 

to predict next forwarder node. 

4. Providing test case for healthcare application 

particularly to monitor patient suffering from cardio-

vascular disease.  

The remaining portion of the paper is organized as follows. 

Section 2 discusses an overview of related work to identify 

major research work being done in this area. Then in 

section 3 problem statement of proposed work is 

presented. Later in section 4 model has been discussed and 

followed by proposed algorithm in Section 5. Section 6 

discusses performance analysis of the proposed work and 

case study has been discussed in section 7.Finally, 

conclusion has been presented in section 8. 

2. LITERATURE SURVEY 

EERPFAnt proposed in [9], uses the theory of ant 
colony technique along with fuzzy logic to select the 
optimum relay by considering the energy level of the nodes 
and the routes that has successfully received replica of the 
message. Various parameters that are considered while 
calculating the distance are history of encounter, residual 
energy level, buffer memory message count, information 
from the successful routes to check whether it can take part 
in the transmission, rate at which packet is delivered, 
network resource usage, message delivery probability and 
number of copies generated. However, this process 
requires more memory to store all this information, which 
results in overhead in terms of memory usage. In [10], 
authors have proposed model to predict the route which the 
driver is traveling to. The proposed work performs well in 
terms of predicting the path which driver will likely to take 
in next time interval. But this method fails to work 
efficiently when vehicles are shared by the community 
such as those shared by a firm or by set of people. Also, this 
method has major setbacks when it has been used in IoT 
system where IoT system consists of group of users and 
accuracy of the model is about 50% for both trained model 
and data set. 

 In [11], a trust framework for authentication in 
opportunistic network is proposed. The trust framework 
authenticates other node using a trust vector, when a node 
comes into contact with super node then it transfer its trust 
vector to super node. The node then checks whether limit 
for maximum allowed number of semi super node has 
reached, if it has not reached this value then checks trust 
value of the node with the threshold value, if obtained trust 
value is higher than that of threshold value then this node 
is considered as semi super node. This framework allows 
registration of the node dynamically in an opportunistic 
network. Major drawback of this framework is that it 
requires excessive transmission of message to transmit 
trust vector which results in higher network overhead. 
Borah et al., in [12], have proposed infrastructure 
Opportunistic Internet of Things (OIoT) known as game 
theoretic approach for context-based routing (GT-ACR). 
GT-ACR is an optimized routing protocol to find next node 
in order to transfer the message. If the number of nodes is 
configured differently than the GT-ACR algorithm results 
in poor performance particularly when delivery probability 
is compared with TTL and with different message 
generation interval. 

In [13], the algorithm replicates messages and transmits 
them depending on the network condition after finding the 
efficient intermediate node to transmit the message. But the 
recovery technique used in this method requires large 
amount of energy to receive and to delete requesting 
packets resulting in high energy consumption, which 
makes it not suited for energy constrained IoT applications. 
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Dhurandher et al., in [14], proposed novel algorithm for 
opportunist network called History-Based Prediction 
Routing (HBPR) to determine the next best node based on 
the behavioral information of the node. But in this method 
nodes will not acknowledge after receiving the message, 
which makes sender not be aware whether the node has 
received the message or not and also if parameters like 
nodes speed and TTL are varied then algorithm results in 
inconsistent performance.  

In [15], authors have proposed a simple Hidden Markov 
Model represented as a finite state machine, the state in 
which the machine is represented by the status of the 
system. In this method IoT system heart beat is analyzed 
and transmitted to monitor its performance. Network 
anomaly can be identified very efficiently using this 
algorithm. Being very accurate while predicting failures at 
the same time the algorithm doesn’t keep information for 
any process after processing it to reduce memory utilization 
but these data are required while making decision. Control 
replication scheme in [16], transmits message in multiple 
parallels and carried using control replication scheme. To 
predict the delivery probability, it considers the history of 
encounter information and contact duration. Construction 
of binary tree which has been carried as part of computation 
by this algorithm results in computational overhead. Buffer 
is used such that packet having higher delivery probability 
stay in the temporary memory and packet having lower 
delivery probability will not stay in the temporary memory, 
this results in packets with higher delivery probability 
staying in the temporary memory for prolonged duration 
and packet which take less time in the temporary memory 
will be ignored which will have average probability of 
getting delivered. 

3. PROBLEM STATEMENT 

The problem is to predict efficient routing path in order 

to conserve energy and to optimize latency, delivery 

probability, hop count, residual energy and overhead. 

4. SYSTEM MODEL  

In this work, a predictive routing algorithm based on 
the Baum-Welch estimation technique is proposed. This 
Beum-Welch is a Forward-Backward algorithm of HMM. 
The algorithm starts its processing by building a model 
which is then used to estimating the expected results for 
each parameter of the algorithm. During this process, it 
changes the value of the path which it has processed, thus 
the path with maximum value will be most visited. This 
proposed algorithm minimizes the number of parameters 
required while predicting the routing path and the number 
of parameters used are least compared to other algorithms. 
As a result, proposed algorithm is faster and uses less 
memory comparedto other algorithms. 

Distance is calculated using coordinates of two nodes and 

it is given by following formula 

ⅆ(𝑎, 𝑏)2 = √(𝑎1 − 𝑎2)
2 + (𝑏1 − 𝑏2)

2    (1) 

First coordinate is represented by (a1,b1) and second node 

coordinate is represented by (a2,b2), hence these two 

coordinates are used to calculate the distance. 

Various notations used in the algorithm are given below: 

Q = {q1,q2,...qN} Represents the states 

O = {o1,o2,...oN} Represents an observations 

sequence 

A = {a11...aij...aNN} A represents the transition 

probability given as the 

probability of when state 

changes from one state to next 

is represented as aij. 

B = bi(ot) It represents the likelihood of 

observation sequence 

representing probabilities, each 

expressing the probability of 

getting observation 

π = {π1,π2,...,πN} It is the emission probabilities. 

It represents the initial 

probability distribution over 

states, if the Markov chain 

begins in in the state i it is 

represented as pi. pj = 0 denotes 

state j is not its initial state. 

As this algorithm uses HMM prediction method to 

predict delivery probability. HMM prediction problem can 

be classified into following classes. 

 

1. Likelihood problem 

2. Decoding problem 

3. Learning-based problem 

 

Given the set of observation and HMM parameters states 

predicting the successful route in terms of probability is 

called a likelihood problem. Given the HMM parameters 

and the observation sequence, finding the best-hidden state 

sequence is called decoding problem. This is the most 

widely used algorithm. Given the observation sequence 

and the set of states the algorithm tries learning the 

parameters of the HMM model is called the learning 

problem and this paper uses this problem-solving 

technique for predicting the most efficient route to deliver 

the message efficiently. Thus, this algorithm uses an 

HMM prediction model to predict route efficiently. The 

Baum-Welch algorithm uses both forward and backward 

probability which the algorithm follows while predicting 

next hop, which makes this method different from other 

algorithms. The probability of finding next hop is the 

resultant of both forward and backward probability and is 

given by 

 

P (ys = l, O|µ) = P (o1, o2,….os,ys = l|µ) 

 P (os+1, os+2,...oS|ys = l, µ)                         (2) 
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Here, ys = l means sth state in states sequence is the state l, 

µ is automaton, s is the time and P is the probability 

function and O is the set of observations. 

The backward probability α can be stated as the mirror 

of forward probability, which is the second probability on 

the equation and defined as the observation probability 

from time s+1 to last time when observation is made at 

state l with time s. 

 αs(l) = P (os+1, os+2,…..oS|ys = l,µ).(3) 

The transition matrix represented as T is row 

normalized which contains the probability by which the 

HMM model will change from one state to another. The 

matrix is represented as |X|×|X| having |X| as its number 

of states, Ti, j denotes state transition from i to j. The only 

subset of stochastic processes is represented due to history 

dependency of the model and due to this HMM represents 

other stochastic processes. The transition matrix T is given 

as follows 

            (4) 

In the transition matrix pi, j represents the probability of 

success for transition between state i to state j. Let r be the 

region, where all the divided regions consists of N nodes 

and {l1, l2...ls},s = {1,2,....,q} represents separated regions 

of the network. nk,i represents region r in the network k 

with iterations i, where k = {1,2,...,l}and i = {1,2,...,m}. n1,i, 

is the representation of a node in the region 1 and n2,i is the 

representation of the node in the region 2. The processing 

overhead is distributed over the network by dividing nodes 

into regions and nodes in other regions not required to be 

processed thus resulting in less processing overhead. 

5. PROPOSED HMMR ALGORITHM  

HMMR algorithm is probability-based algorithm. This 

algorithm identifies frequent position pattern in the mobile 

connected set of nodes with their frequent pattern. The 

algorithm tries to identify the best set of intermediate 

nodes to forward the transmission so that the probability 

of getting delivered can be improved. This is based on the 

fact that future meet of the nodes is based on the previous 

and frequent meets. The parameters the algorithm 

considers are the priority of the message, resource 

availability and mean delivery ratio of current messages. 

The algorithm collects data during transmission this is the 

data sent by neighbors in the network. This is done to 

reduce the processing overhead that will be required to 

recompute the information by itself, thus it uses 

information processed by other nodes in order to reduce 

the overhead. This transmitted information can be used by 

other nodes; therefore, the node re-transmits the 

information with the message in an environment where 

nodes can connect to any node in random and the 

connections are not persistent. Fig. 1 provides overall flow 

of the algorithm, in this flow chart source node checks 

whether the packet is nearby its target node and if it has 

reached its destination then the algorithm trains itself 

based on this successful delivery. If the neighboring node 

does not able to deliver the packet to destination node then 

it checks whether the algorithm is in the most probable 

path to reach it by making use of Algorithm 1. The 

algorithm keeps improving based on successful routes and 

after a certain time interval the algorithm stops learning 

after finding frequent successful routes. To overcome from 

training model with the same routes to improve efficiency, 

threshold is introduced and represented as θ on the 

learning process. This threshold stops the algorithm from 

learning after successful learning attempts. This threshold 

function helps in increasing residual energy and 

processing power. The threshold θ depends on the area of 

the network as in implementation the area is fixed size, so 

threshold remains constant. The algorithm considers 

location of the node and buffer space as parameters. The 

algorithm keeps track of paths used to deliver the message 

to its destination, these paths are of the whole transition 

from the source to its destination. If the route has reached 

the destination then algorithm starts training the model 

with the corresponding list of location and buffer size 

pairs. The training using this algorithm generates the 

output in the form of matrix for the given inputs which are 

observation sequence represented as O, initial state 

probability represented is π, transition probability 

represented as a and output (emission) probability 

represented as b. Here O is the set of observation in the list 

of buffer sizes with their corresponding locations of the 

nodes in the network. This data is used to train the model 

on each successful route to the destination. 

As the proposed work uses HMM Model to predict next 

routing path, there are three major techniques in HMM 

which includes Brute Force techniques, Viterbi technique 

and Baum-Welch technique. In this implementation 

Baum-Welch algorithm technique for HMM model 

implementation is used. Baum-Welch algorithm which is 

a forward-backward probability estimating technique can 

precisely predict the probability of reaching a destination  

and is therefore used in this implementation to find the 
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 Algorithm 1: HMM Routing Algorithm 

1 Input: Location, BufferSize, Count of Nodes 

2 Output: Set of best nodes N to forward message 

3 if no_of_attempts ≤ T then 

4 if next_hop = destination then 

5 location = getLocation () 

6 buffer_size = getBufferSize () 

7 HMMModel.train(location, buffer_size) 

8 // calls the training algorithm 

9 End 

10 End 

11 for ∀n ∈ path do 

12 location = getLocation () 

13 buffer_size = getBufferSize () 

14 HMMModel.verify(location, buffer_size) 

15 // verifies with a and b matrices 

16 if result = "pass" then 

17 N = n∪N // add node to set of N 

18 End 

19 End 

 

most efficient route to reach the destination. The 

observation sequence length determined is assigned to T 

and σ_size are passed as an input parameter to the 

algorithm. Forward probability is calculated and 

represented in the matrix form using the variable 

forward_prob and backward probability with 

backward_prob. π is initialized by recursively calling γ 

function with forward-probability and backward-

probability as its parameters in Algorithm 2. After these 

initialization steps the algorithm uses following formula 

recursively to calculate the transition probability. 

(5) 

 

Similarly, the calculation of emission probabilities is 

carried by following formula. 

(6) 

 

 

 

 

 

When the function P is called the function does the 

calculation of the probability matrix. So, the probability 

matrix is given by 

 

 
(7) 

Verification function which is given in the algorithm 

considers emission probability and transition probability 

to predict the success rate of the route. The algorithm 

predicts the ongoing route through these matrices which 

are matrix of transition probability represented as a and 

matrix of emission probability represented as b. These 

outputs are generated as a part of its training process. The 

verification of probability for next hop is done using 

transition probability matrix that is a. The value of 

delivery probability of next hop in the matrix is at index 

corresponding to next-hop with current node as first index 

and next-hop as second index position, similarly emission 

probability must be verified using the emission probability 

matrix represented as b with the corresponding index of 

the next-hop like in the previous is the current node as first 

index and next-node as second index position. In the 

matrix the probabilities are stored in fractions. 

6. PERFORMANCE ANALYSIS 

This part of the proposed work discusses about the 

numerical outcome being accomplished after conducting 

the simulation for the formulated modules. The simulation 

of the proposed work has been carried out using 

Opportunistic Network Environment (ONE) [17] 

simulator. Simulation has been carried out in an area of 

4500 x 3400 square meter with nodes varying from 66 to 

186 arranged in a group of 4 to 10. Various parameters 

considered for simulation has been shown in TABLE 1. 

The work simulates HMMR where, the performance 

validation has been considered with respect to set of 

performance metrics such as delivery probability, latency, 

average energy consumption, hop count and finally 

residual energy and overhead. The proposed work has 

been compared with the existing algorithmssuch as Spray 

and-Wait [18], Prophet [19] and EERPF [8]. 
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Figure.1. Flow Chart of HMM routing.  

 

 Algorithm 2: Training HMM 

1 Input: Observation sequence (O), σ_size 

2 Output: Matrix of transition probabilities, Matrix of 

emission probabilities 

3 T = O.getlength() 

4 for s in 0 –> T do 

5       for k in 0 –> number_of_states do 

6             for j in 0 –> number_of_states do 

7    forward_prob[s+1] = forward_prob[s] * 

a[j][k] 

 

8              end 

9             forward_prob[s+1] = forward_prob [s+1]      

* b[j][O[s+1]] 

10 end 

11 end 

12 for s in T - 2 –> 0 do 

13 for k in 0 –> number_of_states do  

14 for j in 0 –> number_of_states do 

15 backward_prob[s] = 

backward_prob[s+1] * a[j][k] * 

b[j][O[s+1]] 

16 end 

17  

end 

18 end 

19 for i in 0 –> number_of_states do 

20 π[i] = γ(i, 0, O, forward_prob, backward_prob) 

21 end 

22 for j in 0 –> number_of_states do 

23 for k in 0 –> number_of_states do 

24 for s in 0 –> T - 1 do 

25 number = number+p(s, j, k, 

O,forward_prob, backward_prob) 

26 denominator = denominator + γ (j, 0, 

O, forward_prob,backward_prob) 

27  

end 

28 a[i][j] = number / denominator 

29 end 

30 end 

31 for j in 0 –> number_of_states do 

32 for l in 0 –> σ_size do 

33 for s in 0 –> T - 1 do 

34 g = γ (j, s, O, forward_prob, 

backward_prob) 

35 if k = O[s] then 

36 number = number + g 

37  

end 

38 denominator = denominator + g 

39 end 

40 b[j][l] = number / denominator 

41 end 

42 end 
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TABLE 1  Simulation Parameters 

Parameter name Assigned value 

Simulation Area Considered 4500x3400 sqmt. 

Groups of nodes 4 to 10 

Total node count 66 to 186 

Tram groups only 3 

Total nodes for every tram 

group 

2 

Speed of the tram 6.5 kilometer per 

hour 

Size of the buffer for the tram 50 megabytes 

Pedestrian group only 3 

Total nodes in each pedestrian 

group 

30 

Average pedestrian speed 0.5 to 1.5 kilometer 

per hour 

Size of buffer for pedestrian 15 megabytes 

High-Speed interface range of 

transmission 

1500 meters 

High-Speed interface 

transmission speed 

10 megabytes 

Bluetooth range of 

transmission 

250 kilometers 

Bluetooth transmission speed 20 meters 

TTL for group messages 100 minutes 

Transmitted message size 500 kilobytes to 1 

megabyte 

Message generation interval 25 to 35 seconds 

Node movement Shortest Path Map 

Based 

 

 

 
 

Figure.2.  Number of nodes vs Delivery probability 

 

 
 

Figure.3. Message interval vs Delivery probability 

 

 
 

Figure. 4. Delivery probability vs TTL 

 

Fig. 2-4 provides delivery probability of various 

algorithms such as Spray-and-Wait, Prophet, HMMR and 

EERPF when metrics such as Time to Live (TTL), 

Number of nodes and Message interval are varied and 

HMMR results better due to consideration of emission 

probability and transition probability to predict the success 

rate of the route. In Fig. 2 delivery probability v/s varying 

number of nodes is carried out. The HMMR algorithm has 

an overall delivery probability of 0.06468 which is highest 

among all the compared algorithms. It is immediately 

followed by EERPF which has the second-highest level of 

average delivery probability at 0.06122. The third highest 

delivery probability is from Spray and-Wait algorithm at 

0.219525139 and least average delivery probability is 

Prophet at 0.0413. In Fig. 3 delivery probability of various 

algorithms with varying message generation interval is 

compared. The average delivery probability in case of 

HMMR algorithm is at 0.13052 which is highest among 

all the algorithms compared. It is followed by Spray-and-

Wait algorithm with 0.12142. Then Prophet algorithm at 

0.1154 and least average delivery probability is from 

EERPF at 0.10986. In Fig. 4 delivery probability of 

various algorithms with varying TTL is carried out. The 

average probability of delivery in case of the proposed 

routing algorithm is 0.06448 which is highest among all 



 

 

450  Srinidhi N N, et. al.: HMMR: Hidden Markov Model Prediction-Based Routing in … 

 

 

http://journals.uob.edu.bh 

algorithms compared. It is followed by EERPF with 

0.06282. The third highest delivery probability is from 

Spray-and-Wait algorithm at 0.04992 and least average 

delivery probability is from Prophet at 0.0399. Fig. 5-7 

provides the hop count of various algorithms when TTL, 

Number of nodes and Message interval are varied and 

HMMR algorithm has better results due to effective 

prediction of the routes. 

 

 
 

Figure.5. Number of nodes vs Hop count 

 

In Fig. 5 hop count of various algorithms are carried out 

with varying number of nodes. The average hop count for 

HMMR algorithm is at 1.28962 which is lowest among 

various algorithms compared. It is immediately followed 

by Spray-and-Wait with 1.92098. Next lowest hop count 

is from Prophet algorithm at 2.41918 and highest average 

hop count is from EERPF at 3.40506. In Fig. 6 hop count 

v/s message generation interval are varied. The overall hop 

count for proposed algorithm is 1.28962. The Spray-and-

Wait algorithm has the next-lowest level of average hop 

count at 1.92098. The third lowest hop count is from 

Prophet algorithm at 2.41918 and highest average hop 

count is from EERPF at 3.40506. In Fig. 7 hop count 

comparison of various algorithms with varying TTL of the 

message is shown. The overall hop count for the proposed 

algorithm is at 1.28962 which is lowest. The Spray-and-

Wait algorithm has the next lowest level of average hop 

count at 1.92098. The third lowest hop count is from 

Prophet algorithm at 2.41918 and highest average hop 

count is from EERPF at 3.40506.  

 
 

Figure. 6.  Message interval vs Hop count 

 

 

Figure. 7. Hop count vs TTL 

 
In Fig. 8-10 provides the average latency of various 

algorithms when TTL, Number of nodes and Message interval 

are varied and HMMR algorithm has lesser latency due to 

efficient delivery of packets as resultant of less delay during 

route selection. In Fig. 8 average latency comparison against 

number of nodes in the network is simulated. The overall average 

latency for proposed algorithm is at 3415.00312 which is the 

lowest. The Spray-and-Wait algorithm has the next-lowest level 

of average latency at 3595.32848. The third-lowest average 

latency is from Prophet algorithm at 3795.90186 and highest 

average latency is of EERPF at 4048.9306. Fig. 9 provides 

average latency comparison of various algorithms when Message 

interval is varied. The overall average 

 

 
 

Figure. 8. Number of nodes vs Average latency 
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Figure. 9. Message interval vs Average latency 

 

 
 

Figure. 10.  Average latency vs TTL 

latency for HMMR algorithm is at 5221.87908, Spray-

and-Wait algorithm has 6034.63512, EERPF algorithm at 

6599.52348 and highest average latency is from Prophet at 

7464.1094. In Fig. 10 average latency comparison of 

various algorithms with varying TTL of shown. The 

average latency for HMMR algorithm is 5221.87908, then 

the Spray-and-Wait algorithm has the next-lowest level of 

average latency at 6123.95514 followed by EERPF 

algorithm at 6741.84864 and highest average latency is 

from Prophet at 7464.10994 average energy consumption 

of different algorithms are compared when parameters 

such as TTL, Number of nodes and Message interval are 

varied and HMMR algorithm gives better results due to the 

efficient prediction of path to route the message which 

reduces energy utilization by not forwarding message to 

path which is unlikely to deliver messages successfully. 

Energy consumption average for HMMR algorithm is at 

0.770772039 after varying all the three different 

parameters, then followed by Prophet at 0.780474861, 

Spray and Wait at 0.779248666 and EERPF at 

0.800959994. 

 

In Fig. 11-13 average energy consumption of different 
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HMMR algorithm gives better results due to the efficient 

prediction of path to route the message which reduces 

energy utilization by not forwarding message to path 

which is unlikely to deliver messages successfully. Energy 

consumption average for HMMR algorithm is at 

0.770772039 after varying all the three different 

parameters, then followed by Prophet at 0.780474861, 

Spray and Wait at 0.779248666 and EERPF at 

0.800959994. 

 

 

Figure. 11. Average energy consumption vs Number of nodes 

 

 

Figure. 12. Average energy consumption vs Message interval 

 

 

Figure. 13. Average energy consumption vs TTL 

 



 

 

452  Srinidhi N N, et. al.: HMMR: Hidden Markov Model Prediction-Based Routing in … 

 

 

http://journals.uob.edu.bh 

 

Figure. 14.  Number of nodes vs Residual energy 

 

Fig. 14-16 gives residual energy of different 

algorithms. The residual energy for HMMR algorithm is 

0.229227961 which is followed by Prophet which has the 

next higher level of residual energy of 0.219525139, 

average 

residualenergyforSprayandWaitis0.220751334andaverag

eresidual energy for EERPF is 0.199040006.  

Fig. 17-19 provides overhead of different algorithm 

when parameters like TTL, Number of nodes and Message 

interval are varied. The overall average overhead for 

HMMR is at 8.666806667, Prophet routing algorithm has 

an overall average overhead at 56.99136, significantly 

more compared to HMMR algorithm, likewise EERPF has 

an overall average overhead at 158.5108867 while overall 

average overhead for spray and wait is at 36.84770667, 

this reduction in overall overhead in case of HMMR can 

be attributed to the reduction in dropped packets results 

from unsuccessful routes. 

 

 

Figure. 15. Message Interval vs Residual energy 

 

Figure. 16. Residual energy vs TTL 

 

 

Figure. 17. Overhead vs Number of nodes 

 

 

Figure. 18. Message interval vs Overhead 
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Figure. 19. Overhead vs TTL 

7. CASESTUDY: HEALTH CARE APPLICATION 

The proposed method to predict the routing path for 

successful delivery of messages will help in reducing 

delay while connecting to the next node to deliver data. In 

this case study proposed approach can be related to health 

care application using IoT especially to track as well as 

accurately deliver critical data of a patient suffering from 

Cardio-Vascular disease. Data about the patient’s location 

will be continuously monitored to provide services in case 

of emergency. This work also helps to conserve energy by 

allowing idle sensors to be in sleep mode in order to 

conserve the energy. Only the sensors that take part in the 

routing and communication will be active. So, by that way 

energy consumption of sensor nodes can be reduced. 

Predicting next routing path of the node results in seamless 

connectivity which allows the mobile nodes to be 

connected to a sensor node continuously. This avoids data 

packet loss and losing critical data in case of emergency. 

This is a crucial aspect in health care applications as the 

loss of critical data can have a very significant downside. 

Seamless connectivity also ensures that switching between 

access point in an efficient way, decreasing delay and 

reducing signaling cost. Thus, seamless connectivity 

ensures the mobile node data is not lost and the data is 

routed in the most efficient way as possible. The collected 

data in the network will be sent to a gateway or a server. 

In case a sensor node relaying the data fails, there must be 

a solution to work around this. Self-healing, aspect of a 

network helps to work around the problem of node failure 

as the next best path is calculated and used in case of node 

failure. All the above-mentioned approaches to solving 

crucial issues in the IoT health care applications makes 

this work useful and applicable in real life IoT health care 

applications. 

8. CONCLUSION 

A Hidden Markov Model based predictive routing 

algorithm was proposed with an objective of improving 

routing efficiency. With the results it can be concluded that 

the HMMR algorithm reduces overhead and makes better 

utilization of network resources. Prediction of the next 

routing path for successful delivery of messages will help 

in reducing delay while connecting to the next node to 

deliver data. Considering emission probability and 

transition probability to predict the success rate of the 

route allows nodes to be connected to a sensor node 

continuously which result in efficient data delivery. 

Simulation results obtained by HMMR algorithm 

outperforms in terms of delivery probability, latency, 

average energy consumption, hop count, residual energy 

and overhead when compared to similar routing 

algorithms. The proposed work can be extended to non-

opportunistic network scenarios and it can be further 

improved using real time data to prove its efficiency in real 

time scenario. 
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