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Abstract: This study aims to use the boosting algorithms especially gradient boosting and its extension extreme gradient boosting in 

predicting firm performance in terms of return on equity that could be considered as a measure of profitability and to use the partial 
dependent plot and local interpretable model-agnostic explanation techniques to explain the model and its prediction. 

The models are evaluated using R-squared, root mean square error, and mean absolute error. The global interpretations in terms of 
partial dependent plot and local interpretations in terms of local interpretable model-agnostic explanations are performed to interpret 

the prediction for any individual or group of cases. The results show that the extreme gradient boosting is improving the model by 
about 39% for training set and about 4% for testing set in terms of R-squared. Interesting results are given by the partial dependent 
and local model-agnostic explanation plots where they are suggesting that the total assets, the total liability and the board size have 
the most effect on the predicting and interpreting return on equity. By taking over-fitting in consideration the gradient boosting 
model is a better choice than extreme gradient boosting. The important scores suggest that the total liability, beta coefficients and the 
total assets have the most effect on return on equity.     

 

Keywords: Business Analytics, Financial Management, Global Model, Gradient Boosting, Machine Learning, R-squared. 

 

1. INTRODUCTION  

   In recent years, there are a lot of concerns to have 

accurate and reliable prediction of earnings, growth and 

firm performance especially with the huge advancements 

in machine learning algorithms and the availability of 

large data. These predictions not only measure financial 

performance of a firm but also helping financial and 

operation managers with investment, production and 

financing decision making and outside investors to 

understand the performance of the firm; see, [1], [2], [3], 

[4], [5],  [6] and [7].  
Return on equity (ROE) is calculated as a net profit after 

tax over the total shareholder’s equity. This quantity 

measures the shareholders rate of return on their 

investment in the firm. In other words, it can be 

considered as a profitability quantity which is used to 

evaluate the effectiveness of the firm in creating profits 

that are the rights of capital owners. With this respect, the 

banks must hold capital to prohibit bank failure and to 

deal with the capital requirements put by the regulatory 

authorities. On the other hand, the banks do not need to 

keep too much capital because this will reduce the returns 

on equity holders; see, [8], [9], [10], and [11].   

Multiple linear regression (MLR) is a well-known model 

that uses one equation to build model over the complete 

data space. When the assumptions of multiple linear 

regression model do not satisfy such as nonlinearity and 

the existence of interactions, the estimates and 

predictions are under severe limitations; see, [12] and 

[13]. 

Reference [14] developed gradient boosting machine 

method (Gboost) that included both regression and 

classification problems. The basic principles are that if a 

loss function (such as squared error) and a weak learner 
(such as regression trees) are given, the method looks for 

an additive model that minimize the loss function. The 

method is guessing the best value for the response (such 

as the average). The gradient (residual) is computed, then 

the model is fit to the gradients to minimize loss function. 

The present model is summed to old one, and the steps 

continue untill a specified criterion (number of 

iterations); see [13] and [15]. Extreme gradient boosting 

method (Xgboost) is an advanced application of Gboost 

to overcome overfitting in Gboost and introducing more 

accuracy and scalability over simple algorithms. Xgboost 

supports several types of objective functions including 
regression; see, [16].  
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The aims of this study are twofold. The first aim is to 

predict return on equity (“ROE”) which depends on the 

logarithm of total assets (“logTOTA”), liability 

(“LIAB”), ratio of market to book value (“BOKV”), Beta 

coefficient (“SVOL”), firm’s age (“AGEB”), cash 

availability (“NCSH”) and board size  (“BSZ”) using  the 

multiple linear regression, the gradient boosting and 

extreme gradient boosting methods. The root mean 

square error (RMSE) and R-squared are used to compare 

the model performance among all methods. The second 

aim is to use the partial dependent plot and local 
interpretable model-agnostic explanation techniques to 

explain the model and prediction in interpretable and 

faithful ways where the users need to be confident that 

the model will perform well on real datasets. According 

to ([17] p. 1) “Understanding the reasons behind 

predictions is, however, quite important in assessing 

trust, which is fundamental if one plans to act based on a 

prediction, or when choosing whether to deploy a new 

model. Such understanding also provides insights into the 

model, which can be used to transform an untrustworthy 

model or prediction into a trustworthy one”. To satisfy 
these two aims, sixty-three banks are selected from the 

bourse in 8 “Middle East and North Africa” (“MENA”) 

countries for the period 2009 to 2018 that has 630 

observations. The data from 2009 to 2017 is used to build 

the training model. This training model is used to predict 

and interpret data in year 2018. 

This study is organized as follows. The literature 

review is illustrated in Section 2. In section 3 the 

methodology is outlined. The results and discussion are 

presented in Section 4. The conclusion is given in Section 

5. 
 

2. LITERATURE REVIEW 

   Return on equity and return on assets are the most 

profitability measures vastly used as overall measures of 

corporate financial performance; see, [18]. Reference 

[10] mentioned that ROE could be consider as the most 

ratio an investor should take it into account. In fact, ROE 

clarifies the result of “structured financial ratio analysis 

(Du Pont analysis)”; see, [19], [9] and [20].  

Reference [21] discussed the link between the 

performance indicators of market and accounting 

indicators using 40 public firms from Jodan using years 
1984 to 1996. The results indicated that a significant 

positive relation between return on equity and the market 

price per share. Reference [11] examined the relation 

between ROE, ROA (return on assets) and ROI (return 

on investment) with Jordanian insurance public firms” 

share prices” from 2002 to 2007. They found that a 

positive relationship between ROE, ROA and ROI 

together with” share prices” while the results illustrated 

no relations between the ROE separately with market” 

share prices” for Jordanian insurance public firms.  

Reference [22] developed a predictive model using 

extreme gradient boosting to predict a bankruptcy with 

several economic measures and permits to expect a 

financial condition of a company. They applied extreme 

gradient boosting to Polish firms from 2007 to 2013 

(bankrupt) and from 2000 to 2012 (operating) and 

concluded that the extreme gradient boosting produced 

significant increase in the prediction quality. 

Reference [23] applied extreme gradient boosting to 

predict default of bank in banking sector in U.S. They 
used annual chains of 30 financial ratios for 156 

commercial banks from years 2001 to 2015. The results 

indicated that the chance of bank financial distress is 

increased by pretax return on assets, lower values for 

kept gains to mean equity and total risk-based capital 

ratio. Reference [24] applied extreme gradient boosting 

to characterize a group of main indicators that could 

assist in forecasting and prohibiting failure of banks in 

the Eurozone. They used 25 annual ratio series from 

commercial banks of 2006-2016 period. They built 

classification model to decide about the key variables that 
causes bank defaults. The results indicated that the bank 

managers should follow the most important variables in 

the study, such as net loan to total asset and equity to 

liability and taking early action rather than waiting for 

government action.  

Reference [25] offered a reference to investors and 

creditors for taking investment decision by making 

financial prediction of operating revenue, earning per 

share, cash flaw and net working capital using 

multivariate adaptive regression spline and queen genetic 

algorithm-support vector machine to make. Reference 
[26] examined the ability of machine learning algorithms 

to improve the prediction of the sign of earnings changes 

and its usefulness for return forecasting. They concluded 

that there were 62.3 percent prediction accuracy using 

stepwise logit regression and 76.8 percent out of sample 

accuracy using random forest method while elastic net 

method performed similarly to stepwise logit method. 

Reference [27] applied extreme gradient boosting method 

to forecast systemic banking crises. The results showed 

that the extreme gradient boosting outperformed the 

existing methods in terms of the predictive power. They 

considered” being the demand for deposits”,” the level of 
domestic credit” and” banking assets” are the most 

important variables to explain the causes that produce 

systemic bank crises. Reference [28] studied the 

automatically detect fraudulent claims and group them 

into several fraud types. The results showed that a high-

performance gain obtained by Xgboost in revealing and 

grouping fraudulent claims compared to other machine 

learning algorithms. 

This study extends the previous studies to MENA 

countries where it makes the following contributions. 
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This study could be considered the first in the MENA 

area that apply the gradient boosting approaches to 

predict banks’ performance based on return on equity. 

Second, characterizes four main variables, namely, the 

total assets, the total liability to total assets and the stock 

volatility and the board size that may help the bank 

manager to anticipate and increase financial stability for 

the bank. Third, fill the gap between the prediction and 

the interpretations or knowing reasons behind this 

prediction on the global and local levels. 

 

3. METHODOLOGY 

A. Study variables  

 The data is chosen from 8 MENA nations, namely, 

“Egypt”, “Jordan”, “Qatar”, “Oman”, “Saudi Arabia”, 

“Kuwait”, “Bahrain” and “United Arab Emirates” from 

“2009 to 2018” across 63 banks in all countries that gives 

a total of 630 observations. Since there is homogeneity 

between these nations in terms of cultures and assets, 

they are chosen in the sample. The internet sites of the 
enrolled banks in the stock market are utilized to 

assemble the financial information. To satisfy study aim, 

eight variables are chosen. Return on equity (”ROE”) as 

response variable and seven predictor variables, 

logarithm of total assets (“logTOTA”), liability (“total 

liabilities to total assets- LIAB”), market to book ratio 

(“bank book value to its market value - BOKV”), Beta 

coefficient (“stock volatility with respect to the market - 

SVOL”), bank’s age (“AGEB”), cash availability (“net 

cash of the bank - NCSH”) and board size (“BSZ”). 

These variables can be defined as: ROE: return on equity 
is computed by dividing net income by equity of 

shareholders and may be considered as a measure of how 

effectively firm manager is using assets to make profit, 

TOTA: the total assets are the total of fixed and current 

assets in the firm balance sheet, LIAB: Liability is 

computed as assets minus equity of firm, BOKV: market 

to book ratio is computed as market cap to common 

shareholder equity, SVOL: Beta coefficient computed as 

the covariance between security returns and the market 

returns over the variance of the market return for a 

specified time, AGEB: bank age since it is established. 

NCSH: cash availability is the difference between firm 
total cash and total liabilities, BSZ: board size is the 

number of people in the board that includes executive 

and non-executive directors. 

 

 

 

 

 

 

 

 

B. Feature selection 

 

To identify the key features necessary to predict the 

return on equity ("ROE"), Boruta algorithm is used to 

characterize and test important variables that are 
statistically significance. Boruta is a feature standard 

information system to judge which of the variables or 

features are statistically significant and which are not. 

Boruta uses what is called shadow features which are 

reduplicates of original variables but with random 

selected values so that the distribution of them stays 

the same yet their importance is sponge out; see, 

[29] and [30].  The variable will be retained if its 

distribution above the distribution of shadow features. 

 

TABLE I.  THE IMPORTANCE AND FEATURE SELECTIONS RESULTS 

USING 100 RUN OF BORUTA ALGORITHM 

Variables 
Mean 
Imp 

Median 
Imp 

Min 
Imp 

Max 
Imp 

Decision 

logTOTA 16.84 16.91 14.54 19.01 Confirmed 

LIAB 12.99 13.10 11.50 15.38 Confirmed 

BOKV 7.21 07.51 04.35 09.93 Confirmed 

SVOL 5.38 05.66 03.19 06.87 Confirmed 

AGEB 7.81 08.18 06.64 08.64 Confirmed 

NCSH 6.14 06.01 04.51 08.44 Confirmed 

BSZ 8.15 08.10 05.58 10.06 Confirmed 

(*) Important: Imp 

Table I gives the results of 100 run of Boruta algorithm 

to select the feature in ROE model. The method had 

confirmed or retained all the variables. Moreover, Figure 
1 displays boxplots to illustrate the distribution of feature 

importance over Boruta run. The green color indicates 

the confirmed or retained variables while the blue color 

reflects the distribution of the importance of worst, 

average and best shadow in each iteration. From Table I, 

it can be noted that all the independent variables are 

confirmed to be selected in our models because they 

are significant at the level of 0.01. In other words, 

all five independent variables namely logTOTA, 

LIAB, BOKV, SVOL, AGEB, NCSH and BSZ, are 

helping in predicting ROE. 
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Figure 1.  the boxplot of feature selections based on 100 runs of 

Burota algorithm 

 

C. Analysis methods 

   The multiple linear regression, gradient boosting and 

extreme gradient boosting are explained briefly. 

  

1) Multiple linear regression 
   The minimization of sum squares errors between 

original values, 𝑦𝑖, and estimated values, 𝑦̂𝑖 is considered 
as the objective of multiple linear regression    

 

𝑆𝑆𝐸 = ∑(𝑦𝑖 − 𝑦̂𝑖)
2

𝑛

𝑖=1

 

where 

𝑦𝑖 = 𝛽0 + ∑ 𝛽𝑖𝑥𝑖 + 𝜀𝑖

𝑛

𝑖=1

 

𝛽𝑖  are the parameters, 𝑦𝑖  the response, 𝑥𝑖  the predictors 

and 𝜀𝑖  are the errors; see, for example, [13] Kuhn and 

Johnson (2013). 

 
2) Gradient boosting  

   The gradient boosting methods are proposed by [14]. 

Following the procedures in [15], [31], [27] A and [32], 

for a given training data 𝐷{𝑥𝑖 , 𝑦𝑖 , 𝑖 = 1, … , 𝑁}  the 

gradient boosting  is an ensemble of 𝐾 classification and 

regression trees (CART), the model is trained by the 

minimization of the objective function 

  

𝑂𝑏𝑗(𝜃) = 𝐿(𝜃) + Ω(𝜃) = ∑ 𝑙(𝑦𝑖 , 𝑦̂𝑖))

𝑖

+ ∑ Ω(𝑓𝑘)

𝐾

𝑘=1

 

Where 𝜃  are the parameters, Ω is a regularization term 

and 𝐿 is the loss function, 𝐾 is the numbers of decision 

trees, 𝑦̂𝑖 = ∑ 𝑓𝑘(𝑥𝑖)𝑘 , 𝑓𝑘 ∈ 𝐹  are 𝐾  decision trees and 

𝑓𝐾 (𝑥) = 𝑤𝑞(𝑥) where 𝑞(𝑥) is the function that gives the 

independent path in the structure of the tree. The 

regularization term can be expressed as 

 

Ω(𝑓) = 𝛾𝑇 + 0.5𝜆 ∑ 𝑤𝑡
2

𝑇

𝑡=1

 

Where 𝜆 and 𝛾  are the parameters of the regularization 

part and 𝑇 is the number of leaves. 

In regression task a classic loss function is the squared 

error loss (𝐿2) as  
 

𝐿(𝑦, 𝑓) = 0.5(𝑦 − 𝑓)2 

The derivative is the error 𝑦 − 𝑓  that imply that the 

gradient is just the residuals; see [13]. 

According to [31], the training algorithms using Xgboost 

can be summed up as follows. 

1. For every predictor: order the values and obtain 

the best dividing value (min. RMSE). 

2. Select the predictor with the best dividing value 

that optimizes the training target.  

3. Continue dividing until obtain the specified 
maximum depth of the tree. 

4. Specify the prediction value to the leave and 

prune it. 

5. Iterate these procedures in a collective way until 

the fixed number of trees is obtained. 

Therefore, the prediction 𝑦 at step 𝑡 is  

 

𝑦̂𝑖
(𝑡)

= ∑ 𝑓𝑘(𝑥𝑖) = 𝑦̂𝑖
(𝑡−1)

+ 𝑓𝑡 (𝑥𝑖)

𝐾

𝑘=1

 

The simplified objective function can be written as  
 

𝑂𝑏𝑗(𝜃)(𝑡) = ∑ [(∑ 𝑔𝑖

𝑖∈𝐼𝑗

) 𝑤𝑗 + 0.5 (∑ ℎ𝑖 + 𝜆
𝑖∈𝐼𝑗

) 𝑤𝑗
2]

𝑇

𝑗=1

+ 𝛾𝑇 

Where 𝑔𝑖 = 𝜕
𝑦̂𝑖

(𝑡−1)𝑙(𝑦𝑖 , 𝑦̂𝑖
(𝑡−1)

)  and 

ℎ𝑖 = 𝜕2
𝑦̂𝑖

(𝑡−1)𝑙(𝑦𝑖 , 𝑦̂𝑖
(𝑡−1))  are the first and second 

derivative for loss function and 𝐼𝑗 = {𝑖|𝑞(𝑥𝑖) = 𝑗} is the 

type set of leaf 𝑗, 𝑤𝑗 the optimal leaf weight for a known 

structure 𝑞(𝑥) . For more details, see, [31]. For most 

practical tasks, there is an empirical evidence that “the 
simple additive models corresponding to the first term of 

the analysis of variance decomposition provide good 

results” ([33; [34]). 

The hyperparameters in Gboost are: trees number  

(optimal number of trees that reduce the loss function 

using cross validation), trees depth (split numbers in each 

tree that control the complexity of boosted ensemble), 

rate of learning (how the tree proceeds down the gradient 

descent called shrinkage) and subsampling (control use a 

fraction of the available training observations). 
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According to [35], Xgboost has regularization unlike 

Gboost that helps in reducing overfitting where it is 

known as “regularized boosting” technique. The 

hyperparameters are eta (controls the learning rate), 

gamma (minimum loss reduction to do more partition on 

a leaf node of the tree), max depth (tree depth), min child 

weight (minimum number of values required in each 

terminal node and subsample (percent of training phase 

to sample for each tree). 

 

D. Interpretations 

   There are two types of interpretations: (a) global 

meaning: assist to recognize the inputs and the whole 

model relationship with the response variable. The most 

known ways are variable important measures and partial 

dependent plot and (b) local meaning: help to understand 
the predicted values for specified row(s) of data.   

Variable importance reflects the overall contribution of 

each predictor variable to the forecasting of a machine 

learning model where they compute the value of a 

variable that has relationship with the dependent as 

emulated to other variables used in the model; see, [13] 

Kuhn and Johson (2013). Partial probability plot is 

introduced by [14] Friedman (2001) to interpret the 

dependency of several input features to the predictions by 

plotting the effect of changing a specific input feature 

over its marginal distribution on the predicted values with 

holding other variables fixed; see, [12] Hastie et al. 
(2008).  

Local Interpretable Model-agnostic Explanations (LIME) 

is a graph method that aids in explanations of individual 

predictions. The idea of LIME it is likely to fit a simple 

model around a single value that will imitate how the 

global model pursues at that locality where it assumes 

that “every complex model is linear on a local scale”. 

Then, the simple model could be used to interpret the 

forecasting of the more complex model locally; see [17] 

Ribeiro et al. (2016). 

 

4. THE RESULTS  

The ROE-model could be written as 

 

𝑅𝑂𝐸
= 𝑓(𝑙𝑜𝑔𝑇𝑂𝑇𝐴, 𝐿𝐼𝐴𝐵, 𝐵𝑂𝐾𝑉, 𝑆𝑉𝑂𝐿, 𝐴𝐺𝐸𝐵, 𝑁𝐶𝑆𝐻, 𝐵𝑆𝑍) 

In case of linear relationship  

 

𝑅𝑂𝐸 = 𝛽0 + 𝛽1𝑙𝑜𝑔𝑇𝑂𝑇𝐴 + 𝛽2𝐿𝐼𝐴𝐵 + 𝛽3𝐵𝑂𝐾𝑉
+ 𝛽4𝑆𝑉𝑂𝐿 + 𝛽5𝐴𝐺𝐸𝐵 + 𝛽6𝑁𝐶𝑆𝐻
+ 𝛽7𝐵𝑆𝑍 + 𝜀𝑖  

Where 𝛽0 , 𝛽1 , 𝛽2 , 𝛽3 , 𝛽4 , 𝛽5 ,  𝛽6  and 𝛽7  are the 

parameters in the model, 𝜀𝑖 are the errors.  

Data from year 2008 to year 2016 (training set) is used to 

predict ROE in year 2017 (testing set). The training set is 

composed of 567 values and the testing set is composed 

of 63 values. In the case of training and testing sets, root 

mean square error (RMSE), R-squared and mean absolute 

error (MAE) are used to assess the overall model. Note 

that the less values for RMSE and MAE mean better 

model performance while large value for R-squared 

means better model performance. 

References [36], CARET package ([37], [38]), gbm 

package ([39]), xgboost package ([25]) and lime package 

([40] are used to analyse the data and to obtain all the 

results in this study. References [41] and [42] indicated 

that recurring 𝑘-fold cross validation can be applied to 

increase the accuracy of the estimates while preserving 

less bias. All methods in this study are used the function 

train in Caret package with 5 repeats of 10-fold cross 

validation; see, [13]. 

 

A. Multiple linear regression (MLR) 

   Table II illustrates the results of multiple linear 

regression analysis. Since “p-value” for “F-statistics” is 

zero, the regression model is significance at all common 

levels (0.01, 0.05 and 0.10). From column “p-value” it 

can note that the variables “logTOTA”, “LIAB”, 

“SVOL”, “AGEB” and “BSZ” are significance at 0.05 

level of significant. The variables “logTOTA”, “LIAB” 

and “BSZ” have a positive effect on “ROE” while 

“SVOL” and “AGEB” have a negative effect on ROE. 
The variables “BOKV” and “NCSH” are not significant. 

 

TABLE II.  MLR ANALYSIS FOR ROE MODEL 

Term Coeff. Std. Error t-stat p-value F-stat 

Intercept -7.773 3.667 -2.120 0.034* F=10.67 

logTOTA 3.532 0.656 5.380 0.000***
 

p-val=0 

LIAB 1.025 0.204 5.018 0.000***
 𝑅2 = .12 

BOKV -2.159 1.395 -1.548 0.122  

SVOL -1.396 0.679 -2.056 0.040*  

AGEB -0.104 0.037 -2.803 0.005**  

NCSH 0.0001 0.0001 0.633 0.527  

BSZ 0.6075 0.2278 2.666 0.008**  

Note that “Coeff: ceoefficients, Std: standard, stat: statistics, val: value, 

(***) significance at 0.001, (**) significance at 0.01, (*) significance at 

0.05 and (.) significance at 0.10” 

 

Table III shows the variable importance for ROE model 

for all methods. FOR MLR method logTOTA is at the 

top of important metric. The score started to decrease 
with LIAB, AGEB, BSZ, SVOL and NCSH. 

Consequently, logTOTA and LIAB have the most 

influence on the prediction of ROE while the less 

importance variables are BOKV and NCSH. 
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TABLE III.  MLR, GBOOST AND XGBOOST IMPORTANT SCORES FOR 

EACH VARIABLE 

MLR Gboost Xgboost 

Variable Score Variable Score Variable Score 

logTOTA 5.38 LIAB 0.379 LIAB 0.466 

LIAB 5.02 SVOL 0.252 logTOTA 0.143 

AGEB 2.80 logTOTA 0.113 SVOL 0.136 

BSZ 2.67 BOKV 0.093 AGEB 0.086 

SVOL 2.05 AGEB 0.080 BOKV 0.075 

BOKV 1.55 NCSH 0.052 NCSH 0.052 

NSCH 0.63 BSZ 0.029 BSZ 0.040 

 
Table IV shows the performance results for multiple 

linear regression.  The RMSE is 11.087 for training set 

and it is 7.736 for testing set. With respect to R-squared, 

it is 11.8% for training set and increases to 21.7% for 

testing set. For MAE, it is 6.735 for training set and 

decreases to 5.666 for testing set. 

 

TABLE IV.  PERFORMANCE METRICS FOR ROE MODEL USING MLR, 
GBOOST AND XGBOOST METHODS 

 Data 
 Training Testing 
 MLR 
RMSE 11.087 7.736 
R-square 0.118 0.217 
MAE 6.735 5.666 

 Gboost 
RMSE 8.001 7.477 
R-square 0.585 0.304 
MAE 4.768 5.150 
 Xgboost 
RMSE 1.782 7.033 
R-square 0.979 0.381 
MAE 1.287 5.027 

 

B. Gradient boost (Gboost) 

Figure 2 displays the results of the tuning parameters for 

Gboost algorithm over 567 cases and 7 features. The best 

model parameters are selected based on the minimum 

value for RMSE. The last values that utilized for the 

ROE model are the number of trees is 100, the interaction 

depth is 3, the shrinkage is 0.01 and the minimum 
observation in node is 10. 

Table 2 shows the variable importance for ROE model 

using Gboost method. LIAB, logTOTA and SVOL are 

the most variables affecting the prediction of ROE. The 

importance scores start decreasing with AGEB, BOKV, 

NCSH and BSZ. The performance results for Gboost are 

shown in Table 3. 

 

 

 
Figure 2.  Tune length for ROE model using Gboost method 

The RMSE is 8.001 for training set while it decreases to 

7.477 for testing set. R-squared is 58.5% for training set 

and decreases to 30.4% for testing set. MAE is 4.768 for 
training set and increases to 5.150 for testing set. 

 

 
Figure 3.  Partial dependent plot (PDP) for ROE model using 

Gboost method 

Figure 3 displays the partial dependent plot for ROE 

model using Gboost method. This plot shows the changes 

in the average predicted value of ROE with a given 

feature while holding other variables constant. The 

advantage of this plot is that it reflects the changes in the 

predicted value across the whole range of the 

independent variables. For example, it can divide range 
of AGEB variable to two intervals, from 0 to about 40 

where there is trend up in the average of the predicted 

value while for more than 40 there is trend down in the 

average of predicted value. On average, it can see that the 

variables logTOTA, LIAB, NCSH and BSZ will increase 

the average of the predicted value. In addition, on 

average the variables SVOL, AGEB and BOKV will 

decrease the average of the predicted value. 
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Figure 4.  LIME plot for ROE model using Gboost method 

 
Figure 4 displays the LIME plot for cases 1 and 2 (first 

two years) using Gboost method. This figure shows an 

individual plot for the first two cases from testing data 

and provide the predicted value for each case based on 

the 7 features that interpret the linear model in the local 

region for this observation and whether the feature brings 

an increase (positive) or decrease (negative) in average 

predicted value for ROE. It also gives the model fit for 

each case to show how well the model illustrates the local 

region. Therefore, it can be inferred that case 1 has a 

good explanation fit about 80% with a positive support 
for 6.34<LIAB<=7.66, SVOL>0.946, AGEB<=29 and 

18.8<NCSH<=309.8 and negative support from 

3.9<logTOTA<=4.58 and 9<BSZ<=10.  For case 2, it has 

high explanation fit about 84% with positive support 

from all features especially 3.34<logTOTA<=3.9, 

6.34<LIAB<=7.66, SVOL<=0.946, 10<BSZ<=13, -

133<NCSH<=18.8, AGEB>42 and BOKV<=0.433. 

 

 

 
Figure 5.  Heatmap for ROE model using Gboost method 

 

Figure 5 displays the heatmap for ROE model using 

Gboost method. This plot is showing the selection of 

different variables across all the observations that 

influence each case. In other words, it is very useful plot 

to find out common features which affect all 

observations. For example, in case 1, AGE <= 29 and 

0.946<SVOL<= 1.239 has the same positive effect on the 

average predicted value. Similarly, 9<BSZ<=10 and 

3.90<logTOTA<=4.58 has the same negative effect on 
the average predicted value. 

 

C. Extreme gradient boosting (Xgboot) 

Figure 6 displays the results over the tuning parameters 

for 567 cases and 7 features. The best model parameters 

are selected based on the less value for RMSE. The last 
values are the number of rounds=150, the maximum 

depth=3, eta=0.3, gamma=0, the column sample by tree = 

0.8, the minimum child weight=1 and sub-sample=1.  

Table 2 shows the variable importance for ROE model 

using Xgboost. The LIAB, logTOTA and SVOL are the 

most variables affecting the prediction of ROE. The 

importance scores start to decrease with AGEB, BOKV, 

NCSH and BSZ. Table 3 shows the performance results 

for ROE model using Xgboost.  The RMSE is 1.782 for 

training set and it increases to 7.033 for testing set. R-

squared is 97.9% for training set and decreases to 38.1% 

for testing set. MAE is 1.2877 for training set and 
increases to 5.027 for testing set. 
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Figure 6.  Tune length for Xgboost 

 

 

 

 
 

Figure 7.  Partial dependent plot (PDP) for ROE model using 

Xgboost method 

 

Figure 7 displays the partial dependent plot for ROE 

model. This plot shows the changes in the average 

predicted value of ROE with a given feature while 

holding other variables constant. The advantage of this 

plot is that it reflects the changes in the predicted value 
across the whole range of the independent variables. For 

example, it can divide range of AGEB variable to two 

intervals, from 0 to about 35, there is trend up in the 

average of predicted value while for more than 35 there is 

trend down in the average of predicted value. On 

average, it can see that the variables logTOTA, LIAB, 

NCSH and BSZ will increase the average of the response 

variable. In addition, on average the variables SVOL, 

AGEB and BOKV will decrease the average of the 

response variable. 

 

 
Figure 8.  LIME plot for ROE model using Xgboost method 

 

Figure 8 displays the LIME plot for cases 1 and 2 (first 

two years). This figure shows an individual plot for the 

first two cases from testing data and provide the 

predicted value for each case based on the 7 features that 
clarify the linear model in the local region for this 

observation and whether the feature brings an increase 

(positive) or decrease (negative) in average predicted 

value for ROE. It also gives the model fit for each case to 

see how well the model interprets the local region. 

Therefore, it can be inferred that the case 1 has a good 

explanation fit about 75% with negative support from 

9<BSZ<=10, 3.90<logTOTA<=4.58, and BOKV>0.939 

and positive support from 0.946<SVOL<=1.239, 

6.34<LIAB<=7.66 , AGEB<=29 and 

18.8<NCSH<=309.8. Similarly, the case 2 has a high 
explanation fit about 88% with positive support from 

6.34<LIAB<=7.66, and AGEB>42 and negative support 

in 10<BSZ<=13, BOKV<=0.433, -133<NCSH<=18.8, 

3.34<logTOTA<=3.9 and SVOL<=0.946. 

Figure 9 displays the heatmap for ROE model. This plot 

is showing the selection of different variables across all 

the values that influence each case. In other words, it is 

very useful plot to find out common features which affect 

all observations. For example, in case 1, AGE <= 29, 

6.34<LIAB<= 7.66 and 0.946<SVOL<= 1.239 has the 

same positive effect on the average predicted value. 
Similarly, BOKV<= 0.443 and -1.33<NCSH<=18.8 has 

the same negative effect on the average predicted value. 
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Figure 9.  Heatmap for ROE model using Xgboost method 

 

D. Discussion 

   The performance metric results are collected in Table 3. 

In terms of RMSE and training set the preferable method 

is Xgboost 1.782, pursued by Gboost 8.001 and 

regression 11.087. This means that Xgboost improves the 

results by at least 6.219 (8.001-1.782). With respect to 

testing set, the preferable method is Xgboost 7.033, 

followed by Gboost 7.477 and regression 7.736. This 

means that Xgboost improves the results by 0.444 (7.477-
7.033). 

Regarding R-squared and training set, the preferable 

method is Xgboost 97.9%, followed by Gboost 58.5% 

and regression 11.8%. This means that the Xgboost 

improves the results by at least 39.4% (97.9%-58.5%). 

With respect to testing data, the best method is Xgboost 

35.1%, followed by Gboost 30.4% and regression 21.7%. 

This means that the Xgboost improves the results by 

4.4% (35.1%-30.7%). In the same way, it can rank 

models with respect to MAE. Prior studies such as De 

Graph (2017) who used support vector machine and 

fuzzy fingerprint to predict financial performance of firm 
using return on equity. The accuracy for the support 

vector machine and fuzzy fingerprint were 70.8% and 

83.3%, respectively, while our results for the gradient 

boosting and extreme gradient boosting in terms of R-

squared were 58.5% and 97.9%, respectively. The 

Xgboost achieves accuracy superior to other methods. In 

addition, the results of this study are consisted with the 

results of Balakrishnan et al. (2010) who considered the 

total assets and mark to book ratio as important variables 

in building predictive models. 

By looking at the error Table IV, there is suspect for 
over-fitting where Xgboost has test error (7) much higher 

than the training error (1.78). To solve this, it might 

consider Gboost model is a better choice where it has the 

test error 7.5 which is very close to the training error 8. 

 

5. CONCLUSION 

   Three methods of machine learning, namely, the 

multiple linear regression, the gradient boosting and the 

extreme gradient boosting are investigated to be used in 

predicting and interpreting firm performance based on 

return on equity in MENA countries. These methods are 

utilized data from 8 countries in MENA area. Sample of 

63 banks is selected to give a total of 630 cases over 10 
years period. To validate the models, the data are divided 

into the training data that included first 9 years to train 

the models and the testing data that included the last year 

to test the models. 

The results suggested that the extreme gradient boosting 

method is outperformed the multiple linear regression 

and gradient boosting methods. In case of using extreme 

gradient boosting method, the model performance is 

improved by at least 6.219 for training data and 0.444 for 

testing data in terms of RMSE. In terms of R-squared, the 

extreme gradient boosting showed improving in the 
model performance by about 39% for training set and 

about 4% for testing set.  

Although the extreme gradient boosting illustrated better 

performance in terms of RMSE, there is a big difference 

between training and testing errors that may indicate 

over-fitting. Since Gboost has small difference between 

training and testing errors, it is selected as a better model 

to overcome over-fitting as suggested by one of the 

reviewers.    

The importance scores for the gradient boosting methods 

illustrated that the most important variables in predicting 
and interpreting return on equity are the total liabilities to 

total assets, the total assets and the stock volatility with 

respect to the market. The partial dependent and local 

interpretable model-agnostic explanation plots showed 

that the total assets, the total liabilities to total assets and 

beta coefficients had the most stability in predicting and 

interpreting return on equity over the whole range of the 

data. 

Since this study characterized a set of main variables that 

have the most importance scores, this may benefit the 

mangers of banks in MENA countries by keeping a close 

watch on these relevant variables to help in increasing the 
market financial stability for the banks. For example, the 

total liability to total assets (leverage) reflects how a bank 

is financially stable. The higher the ratio, the higher the 

degree of leverage and, therefore, the higher the risk to 

invest in that bank. This study could be extended to other 

sectors such as service sector. 
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