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Abstract: The rapid and significant increase in the amount of sensor data to be processed requires the use of techniques to reduce the size of data in order to efficiently extract the relevant knowledge. In this paper, we present two approaches used to derive data summaries. The first one relies on linguistic quantifiers in the sense of Yager. The second one leverages the notion of the typical value of a data set. Then, we present the implementation of these two methods with some experiments conducted on different databases (real-flight data collected from the ADSB project and real data for smart city collected from neoCampus project). Finally, a comparative study is discussed to show the best approach w.r.t execution time.
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1. INTRODUCTION

Thanks to the big progress of sensor technologies, a large number of applications have emerged (smart environments, mobility and intelligent tourism, public safety and environmental monitoring, etc.) where huge quantities of data can be continuously and quickly generated. These data represent the raw material for decision making. However, the huge volume of such data makes their processing very expensive in terms of energy and computing time. Therefore, new methods to large sensor data management are needed to reduce this cost of processing, especially, in the application domains where approximate answers are sufficient for decision-making.

Data reduction is an interesting and promising way to achieve the above goal. Its main principle is to re-write the original data in a compact and concise form to leverage this form for the decision-making purpose. The notable advantage to consider a data compact form is the fact that it allows answering the user query with an acceptable cost in terms of execution time and energy consumption. This is particularly highly desirable in real-life applications where the real-time aspect of answers is critical, and their approximate features bring enough information to be acceptable. Summarization constitutes an appropriate technique to perform a reduction of large amounts of data.

Summarization [1] is a process of creating a concise, yet informative, version of the original data. The terms concise and informative are quite generic and depend on application domains. Summarization has been extensively studied in many domains including text analysis, network traffic monitoring, financial domain, health sector and many others. Since summarization uses the semantic content of the data, it has been proven to be a useful and effective data analysis technique for interpreting large-scale datasets. For example, summarization is an important step to expedite knowledge discovery from data tasks (which are time-consuming) by intelligently reducing the size of processed data.

One can distinguish several data summarization methods. The most known among them Sampling, Sketching, Histogramming, Wavelets, Aggregates, etc. They rely on statistical techniques that usually describe the statistical characteristics of attributes. Despite the fact that, the statistical summarization is easy to implement for extracting knowledge, it provides limited knowledge [2]. In particular, they suffer from some non-negligible limitations in the Big data context, namely: (i) lack of representativeness of the original data; (ii) low recovery of the complex and diverse decision-makers’ needs; (iii) the summary structures built are hardly intelligible. In this paper, we are interested in a new generation of summary structures that are borrowed from the computational intelligence field [3-9]. In particular, two data summarization methods are discussed: non-classical quantifiers-based and typicality-based method. The interest of such methods is twofold: the summaries produced are intelligible and allow describing the original data at different levels of abstraction. We show in detail how such methods can be applied also to study the properties of the produced summaries.

The remainder of the paper is structured as follows. In section 2, we give an overview of data summarization. We
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present then the linguistic-quantifiers-based summaries of data in section 3. The notion of typical value and the typicality-based summaries are discussed in section 4. Section 5 provides and analyses the results of our experiments. Section 6 concludes the paper and provides some future directions.

2. RELATED WORK

The increasing volume of data makes their processing difficult and expensive in many cases. It becomes even impossible to store all the data that would sometimes be desirable to keep as it is generated at a fast pace or in large quantities.

This situation has called for the creation of a new vision of data reduction, which has been the subject of growing interest from different communities (databases, data analysis, data mining, etc.) in industrial and academic fields.

Several studies have been proposed in the literature [10-13]. In [13], the author describes the different techniques of structured and unstructured data reduction, for example, the case of sampling where the objective is to provide information on a large population of data from a representative sample extracted from it. Various categories of sampling are cited, the most popular are: simple random sampling, stratified random sampling, cluster random sampling.

Another way to summarize data is to use histograms. This structure is often used to summarize qualitative or quantitative data. A histogram separates the population into a set of groups or classes according to attributes.

The notion of sketch was introduced for the first time by [14]. It is a very compact data flow summary that is used to estimate the response to certain queries on all data. This technique aims to randomly project each element into space using hash functions and to keep only the most relevant components, thus saving space while preserving most of the information.

Unfortunately, each technique has some important drawbacks that will limit their exploitation; they are still far from being able to reflect a real human perception, due to a little useless of natural language. However, it is worth looking at some nature-inspired solutions, which mainly rely on the way the human brain handles continuous incoming sensory data by harnessing contextual characteristics of learning processes (see, e.g., [15]).

It should be noted that these summary structures capture certain properties and statistics that are very useful and very interesting for decision-makers, but they suffer from certain limitations as mentioned in the introduction. For this purpose, a new generation of summary structures from the field of computational intelligence has found its place in the literature; among these techniques, we can find quantification linguistic summary and the concepts of typicality. In [4], Yager gave birth to these two notions, then he introduced the linguistic summary paradigm in [5][7][8]. Two forms of the summary are studied “Q y are S” and “Q R y are S”. The quality of the summary produced is also discussed. Another trend in database summarization is proposed by Dubois et al. [9]. The authors use the concept of typical value, more precisely, fuzzy typical value in order to generate summaries from a dataset.

3. LINGUISTIC-QUANTIFIERS-BASED SUMMARY

For end-users, it is easier to understand a natural language statement such as "most of temperatures are high" than to understand statistical characteristics of attributes such as median, mean value, standard deviation and so on. Such statement provides a concise and intelligible description of the semantics content of data which is called linguistic summary in the literature.

In the following, we revisit the approach of Yager [4] to summarize datasets of interest with linguistic quantifiers. First, let us briefly present the main idea of this approach which constitutes the basic steps for our derivation of linguistic summaries. Assume that

1. V is an attribute or a quality that can take values in the set \( X = \{x_1, x_2, \ldots, x_n\} \). For example, V could be temperature, pressure or any other quality.
2. \( y = \{y_1, y_2, \ldots, y_n\} \) is a set of objects (or records) that manifest the quality V; hence V(y_i) is the value of V for the object y_i.
3. \( D = \{V(y_1), V(y_2), \ldots, V(y_n)\} \) the collection of data that we want to summarize.

The basic structure of linguistic summary is "Q entities are/have S"; so, one can say that the summary consists of three items (figure 1 shows the different summary components):

1. A summarizer S (e.g., high).
2. A quantity in agreement Q (e.g., most).
3. A measure of validity (or truth) of summary T (e.g., 0.8).

We can then write for instance "T (most of temperatures are high) = 0.8)". The truth T may be meant in a more general sense, e.g. as validity of, even more generally, as some quality or goodness of a linguistic summary.

Now, let us consider a set of data D. We can hypothesize any suitable summarizer S and any quantity in agreement Q, and the assumed truth measure will indicate the verity or truth of the statement that Q data items satisfy the summarizer S [16].
Let us start to explain the two former elements and then address the issue of how to calculate the degree of truth.

**FORM OF SUMMARIZER**

Since humans basically depend on natural languages as the main means of communication, we suppose that the summarizer S is a linguistic expression semantically modeled by a fuzzy set [16]. For instance, in “most of the Temperatures are high”, a summarizer like “high” would be represented as a fuzzy set-in the universe of discourse containing possible values of the temperature.

**FORM OF QUANTITY IN AGREEMENT:**

The quantity in agreement Q also called the fuzzy quantifier in [17] is a linguistic term that represents the number of elements from the data which satisfy the summary. Two types of quantifiers can be employed:

- Absolute: represents a fuzzy set that takes values in the set of real non-negative numbers. For instance, "about 5", "more or less 100", "several", etc.
- Relative: represents a fuzzy set of the unit interval. For instance, "a few", "more or less a half", "most", "almost" all, etc.

**TRUTH COMPUTATION**

The calculation of the truth (or, more generally, validity or quality) of the basic type of a linguistic summary considered in this section is equivalent to the calculation of the truth-value (from the unit interval) of a linguistically quantified statement (e.g., “most of the temperature are high”). This may be done by two most relevant techniques using either Zadeh calculus of linguistically quantified statements [17] or Yager OWA operators [18].

Using the protoform proposed by Yager [4] "Q y's are S" where Q is the fuzzy quantifier, y is the set of data and S is the summarizer. The truth degree is obtained by using the following formula:

$$ T = \mu_Q \left[ \frac{\sum_{i=1}^{n} \mu_S(y_i)}{n} \right] $$

where n represents a scalar cardinality (the number of objects of the dataset).

In [16] the authors introduced another form of quantified proposition represented by (Q R y's are S) where R is a linguistic expression indicates the qualifier. In this case, the truth degree can be computed by (2)

$$ T = \mu_Q \left( \sum_{i=1}^{n} \min(\mu_S(y_i), \mu_R(y_i)) \right) $$

(2)

**An Illustrative Example:**

Assume we have a collection of data describing the Temperature:

$$ D = \{15, 21, 24, 23, 22, 25, 29, 30, 17\} $$

Assume a proposed summary of this data collection is: summarizer = “high”, quantity in agreement = “most”. These two concepts are defined by the user as two fuzzy subsets, the summarizer membership function can be defined as follows:

$$ S(x) = \begin{cases} 0 & x < 20 \\ \frac{x}{5} - 4 & 20 \leq x \leq 25 \\ 1 & x > 25 \end{cases} $$

for each object \(d \in D\), we calculate \(S(d)\), the degree of summarizer satisfaction as represented in table 1:

<table>
<thead>
<tr>
<th>(d_i)</th>
<th>(S(d_i))</th>
<th>(d_j)</th>
<th>(S(d_j))</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0</td>
<td>23</td>
<td>0.6</td>
</tr>
<tr>
<td>21</td>
<td>0.2</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>0.8</td>
<td>29</td>
<td>1</td>
</tr>
<tr>
<td>23</td>
<td>0.6</td>
<td>30</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>0.4</td>
<td>17</td>
<td>0</td>
</tr>
</tbody>
</table>

The quantifier “most” can be also defined as follows.

$$ \mu(x) = \begin{cases} 1 & x \geq 0.7 \\ \frac{5x - 2.5}{0.5} & 0.5 \leq x < 0.7 \\ 0 & x < 0.5 \end{cases} $$

(3)

Now, let \( r = \frac{1}{n} \sum_{i=1}^{n} S(d_i) = 0.56 \), the portion of D that satisfies S. One can easily check that

$$ T = Q(r) = Q(0.56) = 0.3 $$

Then, the validity of the summary "most of D are high" is 0.3.

**SOME OTHER VALIDITY CRITERIA**

According to [19], the basic validity criterion, i.e. the truth of a linguistically quantified is certainly the most important. However, it does not grasp all aspects of a linguistic summary. The authors attempted to devise other validity criteria; they proposed new qualities of linguistic database summaries such
• a degree of imprecision (fuzziness),
• a degree of covering,
• a degree of appropriateness,
• a length of a summary.

4. Typical Value

The concept of typicality has been studied using several methods for the data summarization purpose. According to [20, 21], the typical value

• could be defined as a value that is the same or very similar to most of the observations in the collection of data we are trying to typify;

• should be the most frequent values in the dataset as well.

In [20], a way to summarize the possible values in a scalar way is proposed. This approach shows that the average may be not completely satisfactory from the user’s point of view. They began by defining the typicality in general, what are its weaknesses, and why it’s better to find another way to measure the typicality of a set against the traditional methods. Then, they described how one can calculate the typical value and find the typical measure based on the compatibility index and the specificity index. The two indexes must belong to the unit interval. The first one refers to the degree of satisfaction when a proposed fuzzy subset A satisfies the concepts to be a typical value for a collection of data D. The specificity index represents the requirement of the narrowness of the typical value requires the introduction of the concept of specificity.

In [9] the authors found that this method has some limits because the founded interval could be larger than the beginning set. According to these critics, they presented another approach to find \( I^* \) the best optimal interval based on the density of classification \( f(x_i, l) \), the extraction of \( l' \) the optimal typical step between two range of the interval \( I' \) from \( f(x_i, l) \) and the extraction of the maximum of the best proportion.

They also defined the interval \( I(x_i, l) = [x_i, x_i + l] \) where \( l \) is the step from \([0, L]\) (L is the maximum value of the data collection) and the cost function \( f(x_i, l) \) which is the probability to select a value from the interval \( I(x_i, l) \).

\[
f(x_i, l) = \frac{f(x_i, l)}{n}
\]

For given value \( l \) the "most Typical" interval \( I'(x_i, l) \) is that maximizes the cost function [9].

An illustrative Example:

To better explain the approach, we present in table 2 an illustrative example in order to show how we can obtain the optimal interval.

Let \( D = \{0, 3, 4, 5, 6, 7, 8, 9, 12, 23\} \) be a collection of observations. Let \( X = \{1, 1, 1, 4, 7, 5, 3, 5, 2, 1\} \) stands for the occurrences of each \( d_i \in D \).

We have \( L = 23 \): the maximum value of the collection. We chose the step \( l \in [1, L] \), we can note an interval I by: \( I(x_i, l) = [x_i, x_i + l] \subseteq X \) and we use the cost function defined in equation (4).

In this example, we start by computing \( f(x_i, l) \) for each interval I and step \( l \). An induced value is then the interval with the maximum values of \( f(x_i, l) \), for each \( l \).

To obtain the typical value of the beginning set \( D \), we have to compute \( f(x_i, l) - \frac{l}{L} \) and consider the interval \( I^* \) as the best definition of values.

<table>
<thead>
<tr>
<th>( l )</th>
<th>( I^* )</th>
<th>( f(x_i, I) )</th>
<th>( l/L )</th>
<th>( f^*(x_i, l) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[6,7]</td>
<td>12/30</td>
<td>1/23</td>
<td>0.3565</td>
</tr>
<tr>
<td>2</td>
<td>[5,7]</td>
<td>16/30</td>
<td>2/23</td>
<td>0.4460</td>
</tr>
<tr>
<td>3</td>
<td>[6,9]</td>
<td>20/30</td>
<td>3/23</td>
<td>0.5360</td>
</tr>
<tr>
<td>4</td>
<td>[5,9]</td>
<td>24/30</td>
<td>4/23</td>
<td>0.6266</td>
</tr>
<tr>
<td>5</td>
<td>[4,9]</td>
<td>25/30</td>
<td>5/23</td>
<td>0.6159</td>
</tr>
</tbody>
</table>

By simple interpolation on the curve, we obtain \( l' = 4 \) with the best cost function \( f(x_i, l) = 24/30 \). We can deduce next the interval [5, 9] as the optimal typical value in \( D \). We follow algorithm 1 which is a formalization of the approach of Dubois and Prade, introduced in [9] in order to extract the optimal typical value.

Algorithm 1 Dubois and Prade Algorithm

for \( l = 1 \); \( l < L \); \( l = l + 1 \) do

for \( x_i = x_o \); \( x_i \leq n; x_i + l \) do

\( f(x_i, l) = \text{Card}(I(x_i, l))/n \)

if \( f(x_i, l) \geq \text{max1} \) then

\( \text{max1} \leftarrow f(x_i, l) \)

\( l \leftarrow I(x_i, l) \)

end if

end for

if \( f(x_i, l) > \text{max2} \) then

\( \text{max2} \leftarrow f(x_i, l) - l/L \)

\( I^* \leftarrow l \)

end if

end for

5. Summaries Evaluation and Experimentation

The increasing volume of data has therefore brought about the need for a new generation of computational techniques and tools for extracting useful knowledge. These techniques and tools have led to the emerging field
of knowledge discovery/data mining, as an increasingly important research area[22, 23].

The first main goal of the summary is to extract knowledge from a large set of data and represent it in a condensed form and sensitive manner. The second goal is to improve response time.

The proposed procedures of summarization were implemented on a real data, the first database is a static database representing flight data recorders; these data are gathered from sample flight data project which is Automatic Dependent Surveillance-Broadcast (ADSB) project. The purpose of this project is to store on ENSMA servers all the information on planes flying over the school.

The second data represent data stream from neOCampus project supported by the University of Toulouse III [24]. Three goals are identified for this project: ease the life of campus users, reduce the ecological print, control the energy consumption. The campus is seen as a smart city where several thousands of data streams come from heterogeneous indoor and outdoor sensors (CO2, wind, humidity, luminosity, human presence, energy and fluids consumption...).

In this section, we will illustrate the implementation result of the studied algorithms; the experiments have been done on the same set of data.

5.1. Result of quantifiers approach

In our case, we have chosen four relative quantifiers to test the database: Most, Some, Around half and Few. The definition of "Most" are given in equation (3), the relative quantifier “Some” can be defined as

$$
\mu_Q(x) = \begin{cases} 
10x - 1 & 0.1 \leq x \leq 0.2 \\
1 & 0.2 \leq x < 0.3 \\
-5x + 2.5 & 0.3 \leq x < 0.5 \\
0 & else
\end{cases}
$$

we also defined the quantifier “Around half” as following:

$$
\mu_Q(x) = \begin{cases} 
5x - 1.5 & 0.3 \leq x \leq 0.5 \\
1 & x = 0.5 \\
-5x + 3.5 & 0.5 \leq x < 0.7 \\
0 & else
\end{cases}
$$

we can define the last quantifier “Few”, as

$$
\mu_Q(x) = \begin{cases} 
1 & 0 \leq x \leq 0.1 \\
-10x + 2 & 0.1 \leq x < 0.2 \\
0 & x \geq 0.2
\end{cases}
$$

Figure 2 represents the membership functions of the relative quantifiers (few, some, around half and most)
The database used to conduct the experiments contains one million tuples. We get the following results:

- T (Few of Altitude are very high) = 1 which represents the best summary for the attribute Altitude.
- T (Few of Ground speed are low) = 0.87 which represents the best summary for the attribute Ground speed.
- We apply quantifiers test on the flight recorder data which takes about 3.328s as execution time.

<table>
<thead>
<tr>
<th>Quantifiers</th>
<th>Most</th>
<th>Around half</th>
<th>Some</th>
<th>Few</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summarizer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Medium</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>High</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Very high</td>
<td>0</td>
<td>0</td>
<td>0.91</td>
<td>0.09</td>
</tr>
</tbody>
</table>

B. Data stream

The data collected from neOCampus project are considered as Data stream, this later is a sequence of structured data that can be considered as infinite elements generated continuously at a fast and sometimes variable rate [12]. Since a data stream is infinite, it is not materially possible to apply processing to it as a whole. Therefore, it is necessary to define a portion of the stream to which treatment will relate and which is called a window. There are different ways of defining a window over a data stream, if we use physical time (a window of 05/29/05 at the current time for example) we speak about physical or temporal window. In our experimentation, we use the sliding window. For example, a time-based sliding window with length = 10 min produces window instances that cover the data in the last 10 minutes.

We apply quantifiers test on the temperatures collected from the smart city of the project neOCampus measured in °C where the distribution of the linguistic labels used to describe the temperature is represented in figure 5, the variation of these temperatures for half an hour is shown in figure 6.

- T (Most of temperature are medium) = 0.84
- T (Few of temperature are low) = 1 represents the best summary for the attribute Temperature

The use of two quantifiers “Most” and “Few” allows us to draw the following properties:

- **Non-contradiction**: it means that if a summary has a great degree of truth, the opposite of this summary must have a low degree of truth, taking as an example the case of the altitudes the first sentence “most of altitudes are high” has a degree which equals 1. Their negation “few of altitudes are high” has 0 as truth degree. One can also notice that the sentences have a complementary truth degree.
- **Double negation**: a summary that possesses the negation of two parameters of another summary must give us the same degree of truth as the first for example for both summary “most of the altitude are high” and “few of altitude are low” the degree of truth is 1.

**Results of the typical value**

In order to get the typical value from the studied data, we provide in this paper a part of the results after developing and executing algorithm 1.

A. **static database**

For the purpose of executing the algorithm, the data must be stored in a single table. The first run provides the typical value of the set of altitude (ALT) as an interval [27000, 41025].

B. **Data stream**

We apply the algorithm 1 to determinate the typical values of the temperature for different windows, the result obtained confirms that the typical value of the temperature is [21,23].
According to the experiment tests we can say that the linguistic approach has the less execution time against Dubois and Prade[9] algorithm, this later has a good performance while provides a result to reduce a big volume of data, but it has some disadvantage which are:

- the consumption of a large space of memory;
- the execution time is great, and it is increased incrementally when the size of the database is increased.

5.2. Comparative study

Two procedures for data summarization have been described, studied and applied in several contexts of data. The experiments have been done on the same dataset. In this part, we give a comparison between two summarization algorithms seen in previous sections and we discuss the results in terms of execution time.

For the static database represented by the ADSB project, the experiments show that the quantifier approach algorithm has less execution time against Dubois and Prade algorithm. Figure 7 describes the result of the execution time as a function of the database size. As mentioned in the previous section, the algorithm of typical value has the highest execution time because it has a big combination of computation.

The results of execution time for data stream represented by the attribute temperature from netOcampus project are shown in figure 8, these results are for different sizes of sliding windows. We note that the execution time of the typical value does not differ much compared to the linguistic summary, that can be justified by measuring the amount of data collected during the window which is low for a simple reason that the sensors send 4 values per minute, so we only have 240 values for an hour.
6. CONCLUSION

Data summarization is one of the powerful tools in knowledge extraction for large data sets. It has been used successfully in many fields. It provides the most important information in an efficient and human consistent way.

This paper has considered the summary using fuzzy logic in order to cope with the increasing volume of data created and stored. We began by studying two methods of summarization. We discussed Yager's approach based on the linguistic quantifier. The typical value has also been discussed in this paper. In the light of this study, the proposed techniques are used and implemented, a comparative study between these two concepts to obtain an efficient summary from a large set of input data was also described.

One of the challenges that will be addressed as future work is the handling of huge number of produced sentences in the quantifiers approach. Another direction for future work is to propose a typology of relevant queries on both linguistic quantifiers and typical values techniques. The evaluation of the different queries is also an interesting aspect of this work.
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