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Abstract: In the real word scenario, automation of digital system plays a vital role, especially in the field of agriculture which needs 

a good automated system for classification of different fruits as it consumes customer’s time and is also very useful to the farmers. In 

this paper, we propose a system to classify different fruit classes using symbolic representation and classifier. Firstly, texture, color 

and shape features are extracted, and then natural clustering is applied on the feature fusion matrix. By making use of interval of 

mean and standard deviation, intra class variation is captured. For experimentation, 1200 images of 10 fruit classes is collected and 

totally 12000 samples are used. Further, symbolic classifier is used to obtain the confusion matrix and comparative study is made to 

show the robustness of symbolic representation and classifier with existing methods, SVM and KNN classifiers.  
 

Keywords: Fruit Classification, Symbolic classifier, Clustering, Shape features. 

1. INTRODUCTION 

In today's world, India is the second largest country 
that holds agricultural land which yields 44.04 million 
tons of fruits and consists of 3.72 million hectares of land. 
Production of these fruits has been accounted by India 
around 10% across the world. Grapes, orange, mango, 
banana, papaya and apple are the vital fruits grown across 
India and has vast exports in fruits and horticulture with 
low cost production.  Among all the industries, the fruit 
industry is considered as a crucial one as it contributes 
around 20% of the nation's growth. But from recent years 
we can observe that there is downfall in production of 
standard fruits because of inappropriate method of 
cultivation, maintenance and effective inspections. 
External quality of fruits plays a vital role and it has been 
assessed by their color, texture, shape and visual defects. 
It is also considered for various purposes such as export, 
producing juices etc. So this creates a challenging task for 
researchers to identify and detect the defects in the fruits 
at early stages, so that it doesn't spread to other fruits and 
prevents  damaging / lowering the quality of fruits and as 
well as preventing economic losses to the country[1] 

 

 

 

 

 

 

 

 

 

 

 

 Some of the major attention and concern have been 

taken towards quality and safety of fruits from past few 

years. Technologies such as automation and intelligent 

sensing have the capability of restructuring our entire fruit 

processing and production units. Most of the data 

available in the agriculture applications are in the form of 

photographic images and to evaluate these information it 

is very difficult and possesses / poses some challenging 

task. Due the rapid growth in the field of information and 

science, Digital image processing and most recently 

computer vision based techniques are used for detailed 

analysis [2]. Some of the challenges connected with the 

identification and classification of fruit image samples of 

different classes of fruit images are shown in Fig.1. 
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       (a)                                 (b)                            (c)                               (d) 

          (e)                                (f)                                   (g)                                   (h) 

Figure. 1 Samples of Fruit Images  (a) Apple (b) Plum  (c) Pear (d) Banana 

(e) Orange (f) Pomegranate (g) Mango (h) Papaya. 
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The organization of proposed work is as follows, 

Section 2 gives a brief explanation on related work and 

Section 3 discusses the proposed model. Section 4 

illustrates experimentation and results and Section 5 gives 

conclusion and future scope. 

2. RELATED WORKS 

Israr et. al., [3] proposed a novel technique for 
recognition of fruits which is built using Deep 
Convolution Neural Network by creating their own 
datasets that consist of 15 various classes of fruit images. 
Two ways of representation is adopted in this work, one 
to increase the system ability deep convolution neural 
network accompanied by max pooling and another one is 
incorporated by fully connected layers. Finally 
classification is done through probability procedures. Zaw 
Min Khaing et. al., [4] proposed a novel technique for 
developing a control system for recognition and 
classification of fruit images using Convolutional Neural 
Networks. For simulation, they have adopted the 
graphical processing unit which is available in the Matlab 
and for classification they used Alexnet and achieved 
good accuracy. Yu-Dong Zhang et. al., [5] proposed a 
novel method for classification of fruits based on deep 
convolution neural networks adapting 13 layers. It 
incorporates noise injection, gamma corrections and 
image rotation as their data augmentation methods and 
max pooling is differentiated with average pooling. CNN 
gives good results when compared to other state-of-art 
methods.  Dahua Li et. al., [6] proposed a novel method 
for recognition of green apple fruit by combining the 
color, shape and texture features. For detection of green 
apple fruit shape and texture features are integrated and 
this method adopts HSV color space. Finally Support 
Vector Machine is adopted for the recognition of green 
apple fruit. Susovan Jana et. al., [7] proposed a novel 
method for recognition and classification of fruits based 
on shape which consists of seven classes. For 
Classification of fruits they have adopted various 
classifiers such as K-nearest neighbor, Naive Bayes and 
Neural network classifiers for each fruit class.  Ranjit et. 
al., [8] proposed a novel technique for identification and 
classification of ten classes of fruit images which is 
associated with diseases. The method combines k-means 
and c-means algorithm for segmentation purpose and then 
for extracting features they have used Gray-level Co-
occurrence matrix. For classification k nearest neighbor is 
applied and produces good results. Megha P Arakeri et. 
al., [9] proposed a novel technique for automatic grading 
of tomato fruit images by applying computer vision 
methods. It consists of two ways one is hardware and 
another is software development process, during hardware 
development, the images of fruit is captured and placed to 
their suitable bins and in software process fruit images are 
classified as defective and non-defective and ripe and 
unripe and gives effective results. Saswati Naskar et. al., 
[10] proposed a novel method for identification and 
classification of fruit images by making use of multiple 
features and Artificial Neural Networks. Texture, Shape 
and color features are used, whereas for texture feature 
Log Gabor filter is used and for color and shape mean hue 
has been used. Classification of fruit images is done by 

ANN and produce good results. Yudong Zhang et. al., 
[11] proposed a novel technique for classification of fruit 
images which uses fitness scaled chaotic artificial bee 
colony and feedforward Neural Network algorithm and  
also uses stratified k-fold cross validation and shows 
better results when compared other existing methods. 
Hossam M Zawbaa et. al., [12] proposed a method for 
classification based on random forest technique for three 
classes of fruit images. They have used three steps for this 
classification system pre-processing, feature extraction 
and classification and compared with k-NN and SVM 
classifier and gives better results. . Yudong Zhang et. al., 
[13] proposed a novel technique for classification of fruit 
images by making use of multi-class kernel support vector 
machine and after extraction of features, principal 
component analysis is adopted for decreasing the 
dimensions of feature space. For classification Multi-class 
SVM Contains, Max-Win-voting SVM, Directed Acyclic 
Graph SVM and Winner-Takes-All SVM and achieved 
good accuracy. S Arivazhagan et. al., [14] proposed a 
novel method for fruit recognition by integrating color 
and texture features. Classification of fruits is done based 
on Minimum Distance Criterion and achieved good 
recognition rate. Woo Chaw Seng et. al., [15] proposed a 
novel method for identification, classification and 
recognition of fruit images based on shape, color, and 
size. For classification of fruit images they have used k-
nearest neighbors classifiers. In this method the fruit 
image are classified and recognized based on feature 
values obtained by KNN classification and achieved good 
accuracy. Jagadeesh Devdas Pujari et. al., [16] proposed a 
novel method for grading and classification of 
Anthracnose fungal disease of fruit images by using 
statistical texture features. In this method the affected 
lesion area of Anthracnose fruit images are separated from 
normal area using region growing, thresholding, marker 
controlled watershed and k-means clustering 
segmentation techniques. For classification of neural 
network classifier is used to identify affected Anthracnose 
fruit images from normal one and achieved good results. 
Esraa Elhariri et. al., [17] proposed a novel method for 
classification of Tomato ripeness based on Multi-class 
Support Vector Machine. This method consists of three 
stages, one is pre-processing, second is feature extraction 
using principal component analysis and classification 
using SVM classifier and achieved good classification 
accuracy.  I Kavdir et. al., [18] proposed a method for 
classification of defective apple from good apple and also 
comparison of artificial neural networks and statistical 
classifiers using textual features for sorting apple. Apple 
fruit images which are extracted from Empire and Golden 
Delicious are classified using back propagation network 
with additive use of histogram features and statistical 
classifiers such as k-nearest neighbors, Decision Tree and 
Bayesian with textual features and proves statistical 
features yields better results. M A Shahin et. al., [19] 
proposed a novel method for classification of apple fruit 
images based on surface bruises by making use of neural 
network and image processing techniques. Spatial edge 
features and discrete cosine transform is used to indicate 
old bruises apple whereas artificial neural network is used 
for old bruises and new bruises apple and ANN 
classification system proves to be a robust method. R 
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Anand et. al., [20] proposed a novel method for 
classification of Multi-class problems based on Modular 
Neural Networks. In this work, modular network 
architecture is used for reducing the k-class problem to k-
two class problems. This overcomes the problem of back 
propagation algorithm which is too slow for convergence 
of such multi-class problems. A S Simoes et. al., [21] 
proposed a novel method for automatic sorting of visual 
fruit using artificial neural networks. In this work, color 
based classification of orange fruit images using artificial 
neural network, a multi-layer perceptron along with back 
propagation algorithm is used and it proves to be robust to 
color variations for the proposed method.  M A Shahin et. 
al., [22] proposed a new method for classification of 
apples based on watercore using artificial intelligence 
classifiers. In this work, the sorting of apples uses optimal 
neural network and fuzzy classifiers by making use of 
image feature as input variables. Artificial intelligence 
classifiers are compared with Bayesian classifiers and 
results in proving that neural classifier performs better. 

3. METHODLOGY 

In this work, we propose a novel method for 
classification of fruit images such as, Apple, Mango, 

Plum, Pear, Papaya, Banana and Orange, Pomegranate, 
Citrus limetta and Sapota. Different steps elaborated 
during the process of the proposed fruit classification 
model are shown in Fig. 2 and further explanations are 
given in sub sections below. 

A. Texture and Color Feature Extraction 

For feature extraction we make use of three feature 
extraction technique. Edge co-occurrence matrix (ECM) 
which is based on second order statistics of edge direction 
in an image. Two other feature extraction methods are 
Local binary patterns and Gabor filter features based on 
textures. 

a). Edge co-occurrence matrix (ECM).It is almost 
similar to gray level co-occurrence matrix(GLCM), but 
the major difference is that GLCM make use of gray 
level image as their input were as, ECM make use of 
edge image as their input image[23]. During the process 
of ECM edge image are obtained from original gray 
images and these edges are detected in 8 directions and 
the strongest direction of the edge will be used as pixel 
location. Thus edge co-occurrence matrix is formed from  

 

 

Figure 2. Block diagram of proposed fruit classification model 

the pairs of edge pixels separated by a given 
displacement. Definition, of Edge co-occurrence 
matrix 𝐻 , the (𝑖, 𝑗) th

 element which is the number of 
appearances of edge direction 𝑖and 𝑗 in the edge image  

𝐼 is the distance and direction determined by the 
displacement vector 𝑑  from each other is given by, 

𝐻𝑖𝑗 = #{𝑥 | I(x) = i , I(x + d) = j                           (1) 

 
𝐼 is the edge image, 𝑑 = (𝑑𝑥, 𝑑𝑦) is the displacement 

vector, ≠ is the number of elements in the set and  

𝑋 = (𝑥, 𝑦) runs through the edge image𝐼. Since edges 
were detected in 8 directions, the size of ECM is 8 x 8.   

b). Local Binary Pattern. The normal idea of Local 
Binary Pattern (LBP), is 2-Dimensional surface textures 
that can demonstrate two kinds of measure such as, gray 
scale contrast and local spatial patterns [24]. The 
definition of  𝐿𝐵𝑃𝑃,𝑅 given as, 

𝐿𝐵𝑃𝑃,𝑅 = ∑ 𝑆(𝑔𝑝 − 𝑔𝑐)2𝑝𝑝−1
𝑝=0              (2) 

Where, 

𝑆(𝑥) =  {
1, 𝑖𝑓 𝑥 >= 0
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

From the above equation 𝑆(𝑥)  denotes thresholding 
function, 𝑔𝑐  and 𝑔𝑝  are the gray levels of center pixel, 
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around the radius R, P is the adjacent pixels in circular 
neighborhood. 

c). Gabor Filter. This is local texture descriptor that is 

named after Dennis Gabor. Frequency characteristics and 

spatial orientation represents Gabor wavelet which relates 

to human visual system and also which is identical to 

Windowed Fourier transform [25]. It is used in numerous 

applications because it acts as multi-resolution filter. To 

extract local features 2D wavelet decomposition and 

Gabor filter is used. In spatial domain, 2D Gabor filter is 

modulated by Gaussian Kernel function and sinusoidal 

plane wave. Implementing Gabor filter we can procure 

real and imaginary features such as frequency 𝜆  and 

orientations 𝜃 given as, 

 

𝜆(𝑥, 𝑦, 𝑓, 𝜃, 𝜎𝑥 , 𝜎𝑦 , ) =
1

2𝜋𝜎𝑥 𝜎𝑦
𝑒𝑥𝑝 {−

𝑥2+𝑦2

2𝜎2 +

𝜆(𝑥 cos 𝜃 + 𝑦 sin 𝜃)                                                    (3) 

 

B. Shape Features Extraction 

Basically simple geometric features can be used to 

relate shapes. Normally the geometric features are used 

to differentiate shapes with huge differences and to 

eliminate false hits. It is used as filters or combined with 

other shape descriptors for differentiating shapes.  Some 

of the shape parameters are Center of Gravity, Axis of 

least inertia, Average bending energy, Circularity Ratio, 

Rectangularity, Convexity, Solidity, Euler Number, 

Profiles and Hole area ratio that are explained in the sub 

sections below. 

 

a).  Center of Gravity 
Center of Gravity is also known as Centroid and its 

position is fixed based on its shape. Shape which is 
represented by its region and contour is given by 
equation (4) and (5). 

{
𝑔𝑥 =  

1

𝑁
∑ 𝑥𝑖

𝑁
𝑖=1

𝑔𝑦 =  
1

𝑁
∑ 𝑦𝑖

𝑁
𝑖=1

                                      (4) 

Where, 
N = number of point in shape 
(𝑥𝑖  , 𝑦𝑖) ∈ {(𝑥𝑖  , 𝑦𝑖)|𝑓 (𝑥𝑖  , 𝑦𝑖) = 1}. 
 

{
𝑔𝑥 =  

1

6𝐴
∑ (𝑥𝑖 + 𝑥𝑖+1)(𝑥𝑖 𝑦𝑖+1 − 𝑥𝑖+1𝑦𝑖)𝑁−1

𝑖=0

𝑔𝑦 =  
1

6𝐴
∑ (𝑦𝑖 +  𝑦𝑖+1)𝑁−1

𝑖=0 (𝑥𝑖 𝑦𝑖+1 − 𝑥𝑖+1𝑦𝑖)
   (5) 

Where A is the area of the contour and is given by, 
 

𝐴 =
1

2
|∑ (𝑥𝑖 𝑦𝑖+1 − 𝑥𝑖+1𝑦𝑖)𝑁−1

𝑖=0                  (6) 

 

b). Axis of least inertia  
Definition of Axis of least inertia (ALI), is the line for 

which the integral of the square of the distances to the 
points on the shape boundary is minimum. If we consider  
x sin 𝜃 − 𝑦 cos 𝜃 = 0 as the parameter equation of ALI, 
then the slope angle 𝜃  is given by, and 𝛼  is the angle 

between the axis of least inertia and x-axis. Inertia is 
given by equation (5) and (6). 

𝐼 =
1

2
(𝑎 + 𝑐) −

1

2
(𝑎 − 𝑐) cos 2𝛼 −

1

2
𝑏 sin 2𝛼     (7) 

 
Where, 

𝑎 =  ∑ 𝑥𝑖
2𝑁−1

𝑖=0  , b = 2 ∑ 𝑥𝑖
𝑁−1
𝑖=0 𝑦𝑖  , 𝑐 =  ∑ 𝑦𝑖

2𝑁−1
𝑖=0  

 

c). Average bending energy 

 

Definition of Average bending energy [27] is given by, 

𝐵𝐸 =
1

𝑁
∑ 𝐾𝑠2𝑁−1

𝑠=0                                                        (8) 

where, 
𝑘(𝑠), curvature function 
𝑠, arc length parameter  
𝑁, number of points on the contour 
 

d). Circularity Ratio 

 
Circularity Ratio is defined as the ratio of the area of 

the shape to the area of the circle with the same perimeter 
and it is given as [28], 

 

𝐶𝑟 =
𝐴𝑠

𝐴𝑐
                                                           (9) 

 
Where, 
𝐴𝑠= area of the shape, 
𝐴𝑐 = area of the circle possessing the same perimeter 

of the shape. 
 

e). Rectangularity 

 
The meaning of rectangularity is that the shape of its 

rectangular is filled to its minimum bounding rectangle 
and it is given as, 

 

Rectangularity = 
𝐴𝑆

𝐴𝑅
                                    (10) 

 
Where, 
𝐴𝑆 = area of the shape, 
𝐴𝑅 = area of minimum bounding rectangle. 
 

f). Convexity 
Convexity can be defined as, ratio of perimeters of 

convex hull and original contour [29] and is given as, 
 

𝐶𝑜𝑛𝑣𝑒𝑥𝑖𝑡𝑦 =  
𝒪𝑐𝑜𝑛𝑣𝑒𝑥ℎ𝑢𝑙𝑙

𝒪
             (11) 

Where, 𝒪 = original contour 
 

g). Solidity 
Solidity illustrates the range of the convex or concave 

in shape and solidity convex contour is consistently 1, 
and the definition is given as [30], 

 

Solidity = 
𝐴𝑠

𝐻
                                            (12) 

 
Where, 
𝐴𝑠= area of the shape region, 
𝐻 = convex hull area of the shape. 
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h). Euler Number 
It illustrates the correlation between the number of 

contiguous parts and the number of holes on the shape 
and we consider 𝑆 as the number of contiguous parts and 
𝑁 as the number of holes in the shape and is given as, 

 

𝐸𝑢𝑙 =  𝑆 − 𝑁                                                    (13) 

 

i). Profiles 
Projection of the shape to x-axis and y-axis to their 

Cartesian coordinate system and produce two one 
dimension functions, 

 

𝑃𝑟𝑜𝑥 (𝑖) = ∑ 𝑓(𝑖, 𝑗)
𝑗𝑚𝑎𝑥
𝑗=𝑗𝑚𝑖𝑛  and 𝑃𝑟𝑜𝑥 (𝑗) =

∑ 𝑓(𝑖, 𝑗)𝑖𝑚𝑎𝑥
𝑖=𝑖𝑚𝑖𝑛                              (14) 

     
Where, 𝑓(𝑖, 𝑗)is region of shape. 

 

j). Hole area ratio 
Hole Area Ratio(HAR) is the most efficient in 

perception between symbols with big holes and symbols 
with small holes [31]and definition of HAR is given as, 

 

𝐻𝐴𝑅 =
𝐴ℎ

𝐴𝑠
                                                          (15) 

 
Where, 
𝐴ℎ = area of the shape, 
𝐴𝑠 = total area of all holes in the shape. 
 

C. One Dimensional Function for Shape Representation 

Normally one dimensional function is obtained from 
the coordinates of the boundary of shape and this is 
known as shape signature [32,33] and it captures 
perceptual feature of the shape [34].Some the Shape 
Signature used are Curvature function,  Area of function, 
Complex coordinates, Tangent angle, Triangle area 
representation, Centroid distance function and Chord 
length function. 
 

a). Complex coordinates  
Complex number that are initiated from the 

coordinates of the boundary points are known as 

Complex Coordinates𝑃𝑛(𝑥(𝑛), 𝑦(𝑛)), 𝑛𝜖[ 1, 𝑁] , 
 

𝑧(𝑛) = [𝑥(𝑛) − 𝑔𝑥 ] +  𝑖[ 𝑦(𝑛) − 𝑔𝑦     (16) 

Where,  
(𝑔𝑥, 𝑔𝑦) = Centroid of the shape. 

b). Centroid Distance Function  
The distance of the boundary points from the 

Centroid (𝑔𝑥 , 𝑔𝑦)  of the shape is called as Centroid 

distance function, 
 

𝑟(𝑛) = [(𝑥(𝑛) − 𝑔𝑥)2 + (𝑦(𝑛) − 𝑔𝑦)
2

]
1

2⁄    (17) 

 
Subtraction of Centroid constitutes to position of 

shape, from the boundary coordinates, hence centroid 
distance and complex coordinates will be invariant to 
translation. 

c). Tangent angle 
The tangent angle function at a point 

𝑃𝑛 (𝑥(𝑛), 𝑦(𝑛))will be defined as tangential direction of 
contour [35]. 

 

𝜃(𝑛) =  𝜃𝑛 = arctan
𝑦(𝑛)−𝑦(𝑛−𝑤)

𝑥(𝑛)−𝑥(𝑛−𝑤)
                      (18) 

 
and the every contour is digital curve, 𝑤 is a small 

window to calculate 𝜃(𝑛) more accurately.  

 

d). Contour curvature 
Identification of resemblance between the shapes 

from human is very important; hence Curvature acts as a 
vital boundary feature and is a key perceptual 
characteristic. It produces effective results for shape 
recognition [36]. The function of curvature 𝐾(𝑛) is taken 
from [37, 38], 

 

𝐾(𝑛) =  
�̇�(𝑛)�̈�(𝑛)−�̇�(𝑛)�̈�(𝑛)

(�̇�(𝑛)2+ �̇�(𝑛)2)
3

2⁄
                     (19) 

 

f). Area of Function  
When there is a change in boundary points, the shape 

boundary also changes, the area of the triangle will be 
created from two consecutive boundary points and center 
of the gravity will change. Hence this kind of area 
function can be utilized as shape representation. The two 
consecutive boundary points are 𝑃𝑛 , 𝑃𝑛+1and the center 
of gravity is given as, 𝐺. 

 
D. Moments 

a). Boundary Moments  
For minimizing the dimensions of boundary 

representation we can make use of analysis of contour 
and Boundary moments [39] and we consider shape 
boundary  presented in the form of 1-D shape 

representation 𝑧(𝑖)  and the 𝑟𝑡ℎ  moment 𝑚𝑟  and the 
central moment 𝜇𝑟  is given as, 

 

𝜇𝑟 =
1

𝑁
∑ [𝑧(𝑖)𝑁

𝑖=1 ]𝑟and 𝜇𝑟 =
1

𝑁
∑ [𝑧(𝑖)𝑁

𝑖=1 − 𝑚1]𝑟   (20) 

 
where, N= number of boundary points. 

 

E. Region Moments  
In all forms of region based descriptors, the most 

popular one is the moments and it also incorporates 
Radial chebyshevmoments, Zernike moments and 
invariant moments. The normal idea of moments function 
𝑚𝑝𝑞 is in the order of (𝑝 + 𝑞) of the shape region and it 

is shown as, 
 

𝑚𝑝𝑞 = ∑ ∑ Ψ𝑝𝑞(𝑥, 𝑦)𝑓(𝑥, 𝑦)𝑦𝑥 p, q = 0,1,2,3,....   (21) 

 

a). Invariant Moments (IM) 
Invariant moments is also known as geometric 

moment invariant and these Geometric moments are 
effortless of the moment function with basis Ψ𝑝𝑞 = 𝑥𝑝𝑦𝑝 

which is complete and not orthogonal [40]. Geometric 
moments 𝑚𝑝𝑞 is in the order of (𝑝 + 𝑞) and it is given as, 
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𝑚𝑝𝑞 = ∑ ∑ 𝑥𝑝𝑦𝑝𝑓(𝑥, 𝑦)𝑦𝑥 p, q = 0,1,2,3 ....        (22) 

 

b). Algebraic moments Invariant   
From the first 𝑚  central moments the algebraic 

moment invariant will be calculated and then it is given 
in the form of eigenvalues of predefined matrices 
𝑀[𝑖,𝑗]whereas the elements are the scaled factors for the 

central moments. Hence the algebraic moment invariants 
are invariant affine to the transformations and it is 
capable of constructing up to arbitrary order. Objects that 
are having various configuration outlines provides very 
good and very bad results when it is subjected to the 
algebraic moment invariants [41].  

 

c). Zernike moments (ZM)  
The Zernike moments is also known as orthogonal 

moments and orthogonal Zernike polynomials derives the 
complex Zernike moments [42]. 

 

𝑉𝑛𝑚(𝑥, 𝑦) = 𝑉𝑛𝑚(𝑟 cos 𝜃 , sin 𝜃) = 𝑅𝑛𝑚(𝑟) exp(𝑗𝑚𝜃)
  (23) 

 
where, 𝑅𝑛𝑚(𝑟) = orthogonal radial polynomial  

 

d). Radial Chebyshevmoments (RCM)  
The basic definition of RadialChebyshev moments is 

of the order 𝑝 and repetition 𝑞  is given in the form of 
[43], 

 

𝑆𝑝𝑞 =  
1

2𝜋𝜌(𝑝,𝑚)
∑ ∑ 𝑡𝑝

2𝜋
𝜃=0

𝑚−1
𝑟=0 (𝑟). exp(−𝑗𝑞𝜃) . 𝑓(𝑟, 𝜃)

    (24) 

where, 𝑡𝑝(𝑟)  = scaled orthogonal 

Chebyshevpolynomials. 
 

F. Clustering and Symbolic Representation 

Here, related fruit images are grouped together to 
their own categories. These images will be clustered by 
applying partition clustering which is very easy for the 
adopted feature matrix to cluster preferably proximity 
matrix as in hierarchal clustering. K-means clustering 
method is adopted for clustering identical fruit images. 
To capture inter-class variations we have applied interval 
data representation for clustered fruit images [26]. 

By considering a sample 

𝑧𝑖 = {𝑤1 , 𝑤2 , 𝑤3 , … . . 𝑤𝑑}(𝑧𝑖𝜖𝑢𝑑)  that lies in the 𝑖𝑡ℎ 
class including 𝑑  features. Hence, total number of 𝑆 
sample s𝑝 is the number of classes. Thus, after applying 

clustering to the samples that lies in the 𝑖𝑡ℎ  class and 
number of clusters acquired from each class k and the 

total number of samples of 𝑗𝑡ℎ  cluster that belongs to 

class 𝑖 is 𝑠𝑗
𝑖𝑗 = 1,2, … , 𝑘𝑎𝑛𝑑𝑖 = 1,2, . . , 𝑝. To capture the 

intra-class differences from each cluster Mean-standard 
deviation interval representation is used and the mean 
and standard deviation evaluated for the clustered 
samples is specified in equation (25) and (26). 

 

𝜇𝑗𝑖

𝑙 =  
1

𝑠𝑗
𝑖 ∑ 𝑤ℎ

𝑙𝑠𝑗
𝑖

ℎ=1                                        (25) 

 

𝜎𝑗𝑖

𝑙 =  √
1

(𝑠𝑗
𝑖− 1)

∑ (𝑤ℎ
𝑙 −  𝜇𝑗𝑖

𝑙 )
𝑠𝑗

𝑖

ℎ=1                            (26) 

 

Where, 𝜇𝑗𝑖

𝑙  and 𝜎𝑗𝑖

𝑙  are the mean and standard 

deviation value of 𝑙𝑡ℎ  feature that belongs to 𝑗𝑡ℎ  cluster 
corresponding to class 𝑖  respectively. Further the mean 
and standard deviation is computed for all features 

belongs to 𝑗𝑡ℎ cluster corresponding to 𝑖𝑡ℎ class. 
 
Once the mean and standard deviation are computed 

for each cluster that belongs to a particular class, then 
these two moments will be joined together to form an 
interval cluster representative that belongs to each class. 
Then, the difference between mean and standard 
deviation represents the lower limit of an interval and the 
sum of mean and standard deviation represents the upper 
limit of an interval. Eventually, k number of such cluster 
interval representatives are obtained from each class. 
Cluster representatives is given by, 

 

𝐶𝑆𝑗
𝑖 = {[(𝜇𝑗𝑖

1 − 𝜎𝑗𝑖

1), (𝜇𝑗𝑖

1 + 𝜎𝑗𝑖

1)], [(𝜇𝑗𝑖

2 − 𝜎𝑗𝑖

2), (𝜇𝑗𝑖

2

+ 𝜎𝑗𝑖

2)], . . , [(𝜇𝑗𝑖

𝑏 − 𝜎𝑗𝑖

𝑏), (𝜇𝑗𝑖

𝑏 + 𝜎𝑗𝑖

𝑏)]} 

 

𝐶𝑆𝑗
𝑖 = {[𝑓1

−, 𝑓1
+], [𝑓2

−, 𝑓2
+], . . , [𝑓𝑏

−, 𝑓𝑏
+]} 

where, 𝑓𝑙
− = {(𝜇𝑗𝑖

𝑙 − 𝜎𝑗𝑖

𝑙 )}   and 𝑓𝑙
+ = {(𝜇𝑗𝑖

𝑙 + 𝜎𝑗𝑖

𝑙 )} 

 
Ultimately, we arrived at an interval feature matrix of 

dimensions (k*q) zb, which is considered as a reference 
matrix for further classification. 

 

G. Fruit Classification 

We adopted symbolic classifier in our proposed 
classification method to check the efficacy for 
classification of scripts in video frames. In this, the 
reference script images are represented in the form of 
interval data as explained above. We consider a test 

sample 𝑉𝑡 = {𝑣1, 𝑣2, … , 𝑣𝑏} , that contains b number of 
features and the test sample 𝑣𝑡 should be classified into 
any one of the four member classes. We have computed 
similarity between the test samples and all the reference 
samples and for each test sample similarity is computed 
at feature level.  

Therefore, the similarity between a test crisp (single 
valued) feature and reference interval feature is computed 
as shown below: When the crisp value lies between the 
upper limit and lower limit, then the value of similarity is 
1 or else 0. Identically, the similarity between𝑈𝑡 and rest 
of the samples are computed. If 𝑈𝑡 is said to be a member 
of any one of the four classes, then the value of 

acceptance count 𝐴𝐶𝑞
𝑗𝑖  is very high with respect to the 

reference sample (cluster representative) that belongs to a 

particular class. Then, the acceptance count 𝐴𝐶𝑞
𝑗𝑖  for a 

test sample corresponding to 𝑗𝑡ℎ  cluster of  𝑖𝑡ℎ  class is 
given by: 

 

𝐴𝐶𝑞
𝑗𝑖 =  ∑ Sim(𝑉𝑡 , 𝐶𝑆𝑗

𝑖)                 b
l=1 (27) 
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where,  

Sim(𝑉𝑡 , 𝐶𝑆𝑗
𝑖) =  {

1       if𝑣𝑙 ≥ 𝑓𝑙
− 𝑎𝑛𝑑 𝑣𝑙 ≤ 𝑓𝑙

+ 𝑎

𝑎𝑛𝑑
0                 otherwise

 

 

4. EXPERIMENTATION AND RESULTS 

In this section we describe the experimental setup and 
comparative study on the proposed symbolic classifier 
and conventional classifiers. To evaluate the proposed 
method we have collected 1200 samples from each class. 
We have considered 10 fruit classes for evaluation and 
totally our database consists of 12000 sample images for 
classification. In our proposed classification system, the 
dataset is divided randomly into training and testing. 
Seven sets of experiments have been conducted under 
varying number of training set images as 20%, 30%, 
40%, 50%, 60%, 70% and 80%. At each training stage, 
the fruit images are represented in the form of interval 
data with respect to the varied number of clusters from 6 
to 15.  Values less than 6 clusters do not give good 
results, so we ignore the results of cluster value less than 
6. At testing stage, the system uses remaining 80%, 70%, 
60%, 50%, 40%, 30%, and 20% of fruit images 
respectively for classifying them as any one of the three 
classes. The experimentation in testing is repeated for 20 
different trials. During testing, the classification results 
are presented by the confusion matrix. The performance 
of the classification system is evaluated using 
classification accuracy, precision, recall, and F-Measure 
computed from the confusion matrix. The proposed 
method is implemented using MATLAB 2018Ra 
software. The classification results are thus obtained for 
different training and testing percentage of samples under 
varied cluster sizes from 6 to 15. These results are 
measured in terms of accuracy (minimum, maximum, 
and average), precision (minimum, maximum, and 
average), recall (minimum, maximum, and average) and 
F-Measure (minimum, maximum, and average). The 
minimum, maximum, and average of respective results 
are obtained from 20 trials of experiments performed on 
training samples. Here, precision and recall are computed 
from the results obtained from the class wise precision 

and class wise recall respectively. For every cluster value 
20 trails are made to obtain the average confusion matrix. 
From Table IV we can observe that when the cluster 
value is at 12, it gives better results for classification. In 
the same way we compared the results with convention 
classifiers viz., Support Vector Machine (SVM) and K 
Nearest Neighbor (KNN). Our symbolic method gives 
good performance compared to other two conventional 
classifiers. The proposed symbolic classifier confusion 
matrix results is show in Table I and Table II and Table 
III shows the confusion matrix results of SVM and KNN 
classifiers respectively. In Table IV, the experimental 
results of Recall, Precision and F-measure for different 
training and testing sets are shown and also the cluster 
sizes are varied to obtain better results. In Table V, the 
comparative study on existing fruit classification 
algorithms is showed. Compared to the existing methods 
our methods outperform with better accuracy.  Fig. 3., 
Fig. 4. and Fig. 5. shows how the k-values are decided to 
obtain final classification results.  

The performance of the proposed symbolic method 
performance is better because it captures the intra class 
similarity. It helps to classify fruits with similar shape 
since we used shape features for classification. For 
classification using SVM we have adopted RBF kernel 
and to calculate the accuracy 10-fold cross validation has 
been used with various kernel parameters γ and cost 
parameters c for each binary classifier γ =[2

-15
,2

-14
,2

-

13
,….,2

15
] and c =[2

-15
,2

-14
,2

-13
,….,2

15
].  Whichever gives 

better accuracy among the parameters is adopted. In the 
same way for KNN we used K value 1 with 10 fold cross 
validation to obtain average confusion matrix. From the 
overall summary we conclude that the proposed symbolic 
method outperformed compared to other SVM and KNN 
conventional classifiers. Fig. 6. shows sample results of 
correct classification from the proposed method.

TABLE I.  PROPOSED SYMOBOLIC CLASSIFIER CONFUSION MATRIX RESULTS OF AVERAGE OF 20 TRAILS.
 

Classes Confusion Matrix from Symbolic classifier. 

Apple 95.2 0.3 2 1.1 1.4 0 0 0 0 0 

Mango 1.6 94.3 0.5 0 0 1.2 0 1.8 0 0.6 

Plum 0.8 1.3 95.6 0.4 0 0 0 0.8 1.1 0 

Pear 0.6 0.8 0.2 96.4 0 0 0 0.9 0.8 0.3 

Papaya 0 0 0 0 95.8 2.4 1.8 0 0 0 

Banana 0 0.2 0.6 0 2.3 93.7 0 0 1.6 1.6 

Orange 0 0 0 0 0 0 96 0 0 4 

Pomegranate 0 3.7 0 0 0 0 0.8 93.4 1.4 0.7 

Citrus limetta 2.1 3.4 5.7 0 0 0 0 0 85.2 3.6 

Sapota 0 0 2.7 0 0 0 1.5 3.7 1.4 90.7 
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TABLE II.  SVM CLASSIFIER CONFUSION MATRIX RESULTS OF AVERAGE OF 10 FOLD CROSS VALIDATION.

Classes Confusion Matrix from SVM classifier. 

Apple 62.2 3.5 2.8 10.7 5.4 6.3 0 0 4.5 4.6 

Mango 3.8 70.4 0 5.3 7.2 0 2.6 10.7 0 0 

Plum 0 0 71.6 11.6 2.7 2.4 8.4 0 0 3.3 

Pear 3.3 2.2 0 68.7 0 0 10.6 15.2 0 0 

Papaya 0 0 0 12.5 64.3 0 0 10.3 6.2 6.7 

Banana 4.4 0 5.7 0 6.4 75.7 0 0 
 

7.8 

Orange 5.5 0 6.2 0 7.6 0 70.6 0 5.8 4.3 

Pomegranate 3.4 2.7 6.1 4.6 0 0 7.4 62.3 5.2 8.3 

Citrus limetta 7.5 5.3 5.7 5.5 4.8 6.2 0 0 60.5 4.5 

Sapota 2.1 5.3 2.7 5.7 0 0 2.4 3.4 0 78.4 

 
 

 

 

TABLE III.  KNN CLASSIFIER CONFUSION MATRIX RESULTS OF AVERAGE OF 10 FOLD CROSS VALIDATION. 
 

Classes Confusion Matrix from KNN classifier. 

Apple 65.7 3.1 6.7 8.7 4.2 5.6 0 0 2.3 3.7 

Mango 3.5 63.4 0 6.2 5.8 0 3.7 5.5 6.5 5.4 

Plum 0 6.4 68.6 7.3 5.2 4.5 2.6 2.2 0 3.2 

Pear 2.6 3.7 0 62.1 2.8 3.6 7.3 12.4 3.7 2.8 

Papaya 0 2.7 0 5.2 68.4 3.2 2.3 5.2 8.3 5.7 

Banana 4.4 0 5.7 3 6.4 70.3 0 0 2.4 7.8 

Orange 2.4 0 5.8 0 6.2 0 78.2 0 4.8 2.6 

Pomegranate 2.1 2.7 4.5 3.7 0 0 3.6 70.4 5.8 7.2 

Citrus limetta 6.4 4.7 3.5 4.2 3.8 6.4 0 0 68.2 2.8 

Sapota 4 6.3 2.7 6.8 2.5 0 2.5 3.4 0 71.8 
 

TABLE IV.  BEST RESULTS OBTAINED FROM ALL CLUSTERS UNDER VARIED TRAINING AND TESTING PERCENTAGE OF SAMPLES. 
 

Samples 

Train-Test % 

Accuracy Precision Recall F-Measusre 
Cluster # 

Min Max Avg Min Max Avg Min Max Avg Min Max Avg 

20-80 75.32 78.54 76.93 70.12 74.15 72.14 62.57 68.14 65.36 66.13 71.02 68.58 15 

30-70 76.54 78.73 77.64 71.94 76.32 74.13 65.84 70.43 68.14 68.75 73.26 71.01 14 

40-60 76.73 82.47 79.6 71.56 80.41 75.99 70.58 77.32 75.95 71.07 78.83 75.97 14 

50-50 79.26 85.68 82.47 73.64 85.38 79.51 74.26 81.68 78.97 73.95 83.49 79.24 14 

60-40 81.67 88.27 84.97 78.77 90.23 84.5 76.38 85.94 82.16 77.56 88.03 83.31 13 

70-30 88.46 94.81 91.64 82.53 92.64 85.59 76.55 87.53 82.04 79.43 90.01 83.78 12 

80-20 92.33 96.42 93.63 86.92 93.2 91.06 81.75 90.78 86.27 84.26 91.97 88.60 12 

Best 92.33 96.42 94.38 86.92 93.20 90.06 81.75 90.78 86.27 84.26 91.97 88.12 
 

 
 

TABLE V.  CLASSIFICATION ACCURACY BASED ON DIFFERENT TRAINING ALGORITHMS. 
 

Algorithms Classification Accuracy 

Ref. [45] 85.72 

Ref. [44] 83.23 

Ref. [47] 80.36 

Ref. [46] 82.82 

Ref. [48] 85.44 

Ref. [49] 92.18 

Proposed Method 93.63 

 

Figure. 4. Accuracy of SVM Classifier for different k-values. Figure 3. Accuracy of Proposed Symbolic Classifier for different 

k-values. 
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Figure. 5. Accuracy of KNN Classifier for different k-values 

Figure 6. Some successfully classified images. 

5. CONCLUSION AND FUTURE SCOPE 

 In this paper, a symbolic representation and 
classifier for fruit classification is proposed. The work 
considers 10 fruit classes for classification. Texture, 
color and also shape features are extracted and then 
natural clustering is used. The cluster values are varied 
from six to fifteen to obtain better classification results 
for different training and testing samples. For every 
cluster average of 20 trails are taken for the confusion 
matrix and cluster value 12 gives good results. 
Extensive experimentation is made and results are 
compared with existing methods and conventional 
classifiers viz. SVM and KNN. Confusion matrix and 
classification accuracy result shows that the proposed 
method gives better performance compared to 
conventional classifiers results. In future, we plan to 
use deep learning methods to improve the classification 
results. 
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