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Abstract: Holistic recognition of isolated words is an essential task in several daily life applications, e.g., bank check processing and 

postal address reading. In this work we present a system for the automatic recognition of Arabic handwritten words based on 

statistical features extracted by Bag-of-Features framework that exploits the discriminative power of Gabor features. A handwritten 

text image is filtered by a set of Gabor filters of different scales and orientations for extracting texture-based local features. The 

response of the Gabor filters are organized into two layouts, viz. the Statistical Gabor Features and Gabor Descriptors, and fed to the 

Bag-of-Features in order to produce statistical representations for the handwritten text. The produced features are utilized in a holistic 

handwritten word recognition system that is applied on handwritten Arabic checks legal amounts public dataset. The effective 

parameters of the two layouts as well as the Bag-of-Features framework are experimentally evaluated and the optimal values are used 

in reporting the final recognition accuracies. The best average recognition accuracy achieved by the produced features is 86.44% 

which is promising in such challenge dataset of large number of classes. 

   

Keywords: Holsitic handwriting recognition, Arabic Handwriting Recognition, Gabor Filters Response features, Bag-of-Features  

1. INTRODUCTION  

Automatic recognition of handwritten words is an 

essential task encountered in several daily life 

applications, e.g., bank check processing for validating 

legal amounts and postal address reading for reading city 

names. Though the recognition of unconstrained Arabic 

text is challenging due to the cursive nature of Arabic 

script [1], the recognition of isolated words from limited 

vocabulary can be viewed as classification problem where 

a transcription is assigned to the word image based on the 

holistic shape of the word [2]. Such systems are known 

as holistic recognition systems, in contrast to segmented-

based systems that need to segment the text image into 

parts (words, part of words, characters) and each part is 

recognized individually. A holistic recognition system 

involves three main stages, viz. preprocessing, feature 

extraction and classification. Among these stages, the 

feature extraction stage is crucial, since it simplifies the 

classification and improves its performance. Without this 

stage, the classifier needs to work with raw image 

representation, i.e., pixel intensities, which is a difficult 

task and requires huge number of training samples. 

Despite its importance, deciding appropriate kind of 

features is hard and requires considerable effort. Vast 

number of features were handcrafted by experts based on 

their prior knowledge and experience in the field of 

handwriting recognition, including structural features e.g. 

skeleton representation, strokes, loops and statistical 

features like gradient histograms, projection profiles, 

energy of Gabor filters and wavelets transforms 

coefficients [1]. The main shortcoming in most of the 

handcrafted features is that they are script-dependent and 

so it is hard to adapt them to other scripts. For instance, 

the features designed for Latin script in [3] might not be 

suitable for Arabic script while the features proposed for 

Arabic in [4] [5] [6] might not be suitable for Latin 

scripts. In the last decade, feature learning and deep 

learning techniques that automatically produce robust 

features for handwritten text from raw pixel 

representation have huge applications in developing 

handwriting recognition system for different scripts, 

including Arabic [7] [8] [9] [10] [11].  

In this work, we utilize Bag-of-features (BoF) 

framework in order to produce robust features for Arabic 

handwritten word images. BoF framework is a feature 

learning framework that utilizes unsupervised learning 

algorithms, e.g., clustering, in order to learn robust 

representations for low-level local features of digital 

images. The learned representations are used to produce 

statistical features for the images [12]. Though the 

framework has been applied in several document image 

processing applications [8] [13] [14] [15], most of the 

works relied on gradient histogram features in SIFT 

format. In this work, however, we consider Gabor 

features instead of SIFT descriptors as these features 

achieved superior performance in recognizing Arabic 

handwritten numerals [16] [17] [18]. Our aim is to 
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investigate the performance Gabor features with the Bag-

of-Features framework and compare their performance to 

the results we achieved by SIFT descriptors in our 

previous work [19] on the same dataset. In order to 

formulate the Gabor features in the format of local 

features appropriate to the BoF framework, the Gabor 

features are organized into two layouts. The first layout is 

the traditional format used in handwriting recognition 

[16] [17] [18] as well as texture analysis [20]. In the 

second layout, the Gabor filters responses are organized 

in the format of the visual local descriptors, e.g., SIFT 

[21] and SURF [22]. The effective parameters of the 

layouts are experimentally evaluated and the optimal 

values are used in reporting the final recognition 

accuracies.  

The BoF framework encodes the local features of text 
images in robust statistical features that are fed to the 
classifier as a representation for the images. To alleviate 
the quantization distortion associated with the naïve 
vector quantization encoding scheme, we apply a simple 
formula of soft assignment where the local features are 
assigned to more than one codeword based on the 
Euclidian distance. The performance of this encoding 
scheme is compared with the vector quantization 
encoding and with two other formulas of soft assignment, 
viz., the Localized Soft-Assignment [23] and  the GMM-
based encoding scheme that was applied in [8]. 

The rest of this paper is organized as the follows. 
Section 2 provides an overview of the Gabor filters 
response features and describes the two layouts utilized in 
this work. Section 3 presents the Bag-of-Features 
framework with emphasis on the encoding schemes 
evaluated on the local features. In Section 4, we present 
the results of the extensive experimentations we carry out 
in order to evaluate the effect of the important parameters 
of the framework. Finally, the conclusions are presented 
in Section 5. 

2. GABOR FILTERS RESPONSE FEATURES 

Gabor filter features achieved recognizable 
performance in handwriting recognition [16] [17] [18] 
[24] [25], machine-printed text recognition [26], writer 
identification [27], script identification [28] and 
handwritten vs. machine-printed text identification [29]. 
Gabor filters were utilized in implementing early feature 
learning frameworks inspired by the Hubel and Wiesel 
model, e.g., the Neocognitron [30], Cresceptron [31] and 
HMAX [32]. The modern unsupervised feature learning 
algorithms that were applied directly on the raw pixel 
intensities (e.g., auto-encoders and RBM) are eventually 
end by learning local filters similar to Gabor filters [12] 
[33]. This indicates the power of Gabor filters in 
providing discriminative representations for vision 
applications. Recently, Gabor filters’ features were 
utilized in the design of a SIFT-like local descriptor 
coined “The Biologically Inspired Local Descriptor 
(BILD)” [34]. Gabor filter response features are obtained 
by convolving text images with a set of 2-D Gabor filters 
of different scales and orientations. A 2-D Gabor filter 
𝑔(𝑥, 𝑦 ;  𝜆 , 𝜃 ) is a band-pass filter of a bandwidth 

bounding by a Gaussian envelope [17], and it can be 
expressed mathematically as: 

𝑔(𝑥, 𝑦 ;  𝜆 , 𝜃 ) =  
1

2𝜋(𝑘𝜆)2  𝑒𝑥𝑝 (−
𝑥′2 +  𝑦′2

2(𝑘𝜆)2 ) 𝑒𝑥𝑝 (2𝜋𝑗 (
𝑥 cos 𝜃 + 𝑦 sin 𝜃

𝜆
)) 

where 𝜆 and 𝛳 are respectively the wavelength (the scale) 
in pixels and the orientation in degrees of the carrier 
frequency, 𝑘 is a scalar factor to ensure that the Gaussian 
envelop is proportional to the filter  wavelength, and 
𝑥′ 𝑎𝑛𝑑 𝑦′  indicate that the Gaussian envelope is rotated 
towards the carrier orientation 𝛳: 

𝑥′ =     𝑥 cos 𝜃 + 𝑦 sin 𝜃  
𝑦′ =  −𝑥 sin 𝜃 + 𝑦 cos 𝜃  

In this work, we used a filter bank of three scales 
(wavelengths of 3, 6 and 12) and six orientations (0

o
, 30

 o
, 

60
 o

, 90
 o

, 120
 o

 and 150
 o

) per scale. These orientations 
were applied earlier for digit recognition [16] [18] as well 
as in texture image retrieval [20]. In order to produce 
scale-invariant representations, we applied Gabor filters at 
different scales. The convolution amplitudes are organized 
in two layouts that we call Statistical Gabor Features and 
Gabor Descriptors. 

A. Statistical Gabor Features 

The statistical Gabor Features (SGF) layout is the 
format that was applied in the previous works [16] [17] 
[18]. A text image is sampled horizontally into 8-pixels-
width samples and each sample is divided vertically into 8 
regions. The mean and variance of the amplitude 
responses within each region are taken as the features of 
the region. Therefore, each image sample gives a feature 
vector of 8×2=16 elements for each scale and orientation 
in the Gabor filter bank. For 3 scales and 6 orientations 
per scale, we get 3×6=18 vectors, 16 elements each, for 
each image sample. The Statistical Gabor Features for an 
image sample is a 288-d (=16×18). 

B. Gabor Descriptors 

Gabor Descriptors layout produces features similar to 
the features produced by common local descriptors like 
SIFT [21] and SURF [22] as the characteristics of this 
layout simulates the behavior of the human visual system  
[21]. A Gabor descriptor is constructed by sampling the 
image into square patches of P×P pixels. Each patch is 
divided into 2×2 regions. The amplitude responses of the 
different Gabor filters within each region are aggregated 
using a statistical aggregation function. In this work, we 
applied four such functions, viz., the max, sum, mean and 
variance. For 3 scales and 6 orientations per scale, the 
Gabor descriptor for a patch is a 72-d (=2×2×3×6) vector. 
For a text image sample, the Gabor descriptors are 
extracted in two configurations: single-scale and multi-
scale. In the single-scale configuration, the text image is 
sampled densely into 32×32 patches with a stride of 8 
pixels. Each patch gives a 72-d Gabor descriptor. For 
multi-scale configuration, the text image is repeatedly 
sampled into patches of different scales. The 4-scale 
configuration we evaluated uses four patch sizes (viz. 8, 
16, 24 and 32) with a stride of 8 pixels. 
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3. BAG-OF-FEATURES FRAMEWORK 

Bag-of-Features (BoF) is a statistical representation in 
which an image is represented by the occurrences of local 
features extracted from the image. It is the de-facto 
standard for statistical features for visual object 
classification and retrieval applications [35] [36] and is 
widely applied in text image processing applications such 
as handwriting recognition [8], word spotting [14],  word 
image query [13] and writer identification and verification 
[15]. The BoF framework can be viewed as a two-stage 
framework [12]. The first stage is implemented by local 
descriptors while the second is an instance of 
unsupervised feature learning. Figure 1 shows general 
architecture of the BoF framework. The first stage deals 
with the image pixel intensity and extracts some sort of 
local features. Such local features include edges, textures, 
gradient histograms, and color histograms. Despite the 
diversity of the local features, most of the text image 
processing applications relied on gradient histograms in 
SIFT format. In this work, we utilize Gabor features as 
they are powerful texture features applied in several 
applications and they achieved superior performance in 
Arabic handwritten numerals recognition [16] [17] [18]. 

The second stage of the framework involves two 
phases, viz. encoding and pooling. In the encoding phase, 
the local features are transformed into another domain 
based on a predefined codebook that is learned in 
unsupervised manner from the local features of the 
training samples. The pooling phase aggregates the 
encoded features into a robust global representation. The 
encoding of the image’s local features is implemented by 
a non-linear encoding scheme which usually depends on 
the algorithm used in learning the codebook. In the naïve 
BoF framework where the codebook is learned by 
clustering, the vector quantization encoding (Hard 
Assignment), in which a local feature vector is assigned to 
the closest codeword in the codebook, is the natural 
encoding scheme. To attenuate the quantization distortion 
of the vector quantization scheme, several soft assignment 
schemes were proposed. Soft assignment schemes assign 
a local feature vector to more than one codeword [23]. We 

apply a simple form of soft assignment, coined K-
Nearest-Neighbor Assignment (KNN Assignment), in 
which the local feature is assigned to the nearest K 
codewords based on the Euclidean distance. The 
performance of KNN Assignment encoding is compared 
with two other forms of Soft Assignments, vis. Localized 
Soft-Assignment (LS Assignment) [23] and GMM-based 
Soft Assignment [8]. The Localized Soft-Assignment 
Encoding assigns each local feature to the nearest K 
codewords based on the code uncertainty (see [23] for the 
details). In the GMM-based Soft Assignment, each local 
feature is assigned to every codeword based on the a-
posteriori probabilities computed by the estimated 
Gaussian Mixture Models (GMM). 

4. EXPERIMENTAL RESULTS 

In order to evaluate the quality of the statistical 
features extracted by the BoF framework, we have 
implemented a holistic handwriting recognition system 
and applied it on a dataset of Arabic Handwritten 
subwords. Our system involves three processing phases, 
vis., preprocessing, feature extraction and classification. 
In the preprocessing step, image samples are normalized 
to 64 pixels height in order to reduce the side effect of the 
variety in font size. This preprocessing procedure is 
common and was applied in several earlier works [17] 
[18] [19]. The height normalization is implemented 
offline by resizing the images to 64-pixel height while 
observing the width aspect ratio. For feature extraction, 
the BoF framework with Gabor filters is applied. The 
classification step of the recognition system is 
implemented using Support Vector Machines (SVM) [37]. 
SVM is a powerful classifier that achieved state-of-the-art 
performance in different domains, including handwriting 
recognition [18]. SVM applies the kernel trick to 
transform the features vectors to a high-dimensional 
feature space in which they become separable by a high-
dimensional hyper-plane. For a two-class classification 
problem, SVM is trained to find the optimal hyper-plain 
by solving a convex minimization problem. The main 
advantage of SVM is that the training always ends up with 
a global minimum, in contrast to other machine learning 
techniques, e.g., neural networks, that might stuck in a 
local minimum value. We use SVM with a linear kernel 
as implemented in VLFeat library [38]. Though more 
sophisticated kernels, e.g., Radial Basis Function (RBF), 
might achieve superior performance, the linear kernel are 
very efficient for training. We use the default 
configurations defined for the VLFeat demo of Caltech-
101 classification. A 1-vis-all SVM classifier is trained for 
each class in our dataset. 

The recognition system is experimentally evaluated on 
the non-touching Arabic subwords dataset of CENPARMI 
handwritten Arabic checks database [39]. The dataset 
contains 27985 samples of Arabic subwords involved in 
legal amounts of Arabic checks. The dataset contains 96 
classes in the training set and 101 in the test set. However, 
some classes in the training set or in the test set are empty. 
We consider only the classes that contain at least one 
sample in the training set and one sample in the test set. 
There are 84 of such classes. Figure 2 shows sample 
subwords from the dataset. A complete description of the 

 

Figure 1. The general structure of the BoF Framework 

 

    

    

    

Figure 2. Sample Images for Arabic Legal Amounts Subwords 
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dataset with a comprehensive statistics and a 
representative sample for each class can be found in our 
previous work [19]  

A. Evaluating Statistical Gabor Features 

To evaluate the Statistical Gabor Features (SGF), we 
use two different Gabor filter banks. The first consists of 
one scale of wavelength of 3 and six orientations (0

o
, 30

 o
, 

60
 o

, 90
 o

, 120
 o

 and 150
 o

) while the second consists of 
three scales (wavelengths of 3, 6 and 12 pixels) and six 
orientations (0

o
, 30

 o
, 60

 o
, 90

 o
, 120

 o
 and 150

 o
) per scale. 

The 6 orientations were applied earlier for digit 
recognition [16] [18] as well as in texture image retrieval 
[40]. We use several scales to provide scale-invariant 
representations. 

The first set of experiments is conducted to evaluate 
the accuracy of the orientations we choose. In these 
experiments, each image in the training and test sets is 
filtered by a Gabor filter bank of one scale and six 
orientations. This gives six Statistical Gabor Feature 
vectors -each of size 16 elements- for each sample in the 

image. The 16–D feature vectors corresponding to each 
orientation are applied individually to the Bag-of-Features 
learning framework. As the codebook size has crucial 
impact in the quality of the BoF representation, several 
codebooks of different sizes are learned by applying k-
means clustering on a set of one million local features 
extracted from the training samples. We generate 
codebooks of large sizes (up to 4096 codewords) to 
provide more discrimination, since the non-touching 
Arabic subwords dataset has large number of classes. 
Moreover, Gaussian Mixture Models (GMMs) are also 
estimated for GMM-based soft assignment encoding. The 
four encoding schemes discussed in Section 3, Hard 
assignment (the one-to-one encoding), KNN Assignment, 
LS (both are one-to-K encoding) and GMM-based Soft 
Assignment (one-to-all encoding) are implemented and 
evaluated. The final image feature vector is the 
normalized histogram obtained by averaging the 
occurrences of the encoded local features. 

 

   

(a) Orientation 1 (0o) (b) Orientation 2 (30o) (c) Orientation 3 (60o) 

   

(d) Orientation 4 (90o) (e) Orientation 5 (120o) (f) Orientation 6 (150o) 

Figure 3. Recognition rates with Statistical Gabor Features using individual orientations of single scale 

 

 

   

(a) Orientation 1 (0o) 

The response on vertical text is strong but it is 

weak on the horizontal text 

(b) Orientation 2 (30o)  

The response on the vertical text became low 

and on the horizontal text became better 

(c) Orientation 3 (60o) 

The response on both horizontal and vertical 

text is observed 

   

(d) Orientation 4 (90o) 
The response on horizontal text is strong but it 

is weak on the vertical text 

(e) Orientation 5 (120o) 
The response on both horizontal and vertical 

text is observed 

(f) Orientation 6 (150o) 
The response on both horizontal and vertical 

text is observed 

Figure 4. The response of Gabor filters with different orientations on a sample image 
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Figure 3 shows the recognition rates achieved by the 
Statistical Gabor Features of individual orientation. The 
results show that for all the orientations, the KNN 
Assignment and LS Assignment encodings produce 
comparable results which outperform the two other 
encoding schemes (i.e., the Hard Assignments and GMM-
based Soft Assignments). The KNN Assignment and LS 
Assignment encoding schemes get the benefits of larger 
codebooks while the performance of the Hard Assignment 
and GMM-based Soft Assignment dropped down when 
the codebook size went beyond 2048. This indicates that 
to get the benefit of sophisticated soft assignments it is 
important to generate codebooks of large sizes.  

The best results achieved by each orientation are 
shown in Table 1. The table shows that the Statistical 
Gabor Features of the third orientation (60

o
) achieved the 

best recognition rate (67.87%) followed by the sixth 
orientation (150

o
) that achieved 67.50%. This is attributed 

to the property of the Gabor filter that the filter responds 
to the variation towards its orientation. For handwritten 
text, the variation in the horizontal and vertical directions 
is high due to the fact that most of the text components are 
horizontal or vertical. While the filters with horizontal and 
vertical orientations strongly respond to the variations in 
one orientation, the filters with diagonal orientations like 
60

o
 and 150

o
 can observe discriminative variations in both 

directions. This explains the higher recognition accuracies 
achieved by the Gabor filters with the diagonal 
orientations 60

o
 and 150

o
. Figure 4 visualizes the 

responses of the six filters on a sample sub-word image. 

In the next set of experiments, Gabor filter banks of 
three scales (wavelengths of 3, 6 and 12 pixels) and six 
orientations (0

o
, 30

 o
, 60

 o
, 90

 o
, 120

 o
 and 150

 o
) per scale 

are used to evaluate the effectiveness of increasing the 
wavelength of the Gabor filters. Therefore, we get 3×6=18 
Statistical Gabor Features vectors -each of size 16 
elements- for each image sample.  

The 16–D Statistical Gabor Features vectors 
corresponding to the individual orientation of each scale 
are applied to the BoF framework using codebook of size 
4096 and the KNN Assignment encoding. Figure 5 shows 
the recognition accuracy achieved by the orientations of 
the different scales. The results show that increasing the 
filters’ scale negatively affected the recognition 
accuracies. This is due to the fact that large filters cover 
large text portions and hence the response became 
indiscriminative. Figure 6 visualizes the response of 
Gabor filters of the three scales on a sample image. The 

three filters have 60
o
 orientation. Concatenating the 

Statistical Gabor Feature vectors of the three scales per 
orientation significantly improved the recognition 
accuracies as the statistics of the multi scale filters 
produce scale-invariant representation. In all the cases, the 
best accuracies were achieved using the third orientation 
(60

o
), followed by the sixth (150

o
), first (0

o
), second (30

o
), 

fourth (90
o
) and fifth (120

o
). Highest recognition rate of 

74.06% was obtained by concatenating the scales of the 
third orientation (60

o
).  

Finally, we concatenated the Statistical Gabor Feature 
vectors of the three scales and the six orientations into a 
single vector of 288 (16×3×6) elements. The resulting 
features achieve recognition rate of 85.08% using 
codebook size of 4096 and the KNN Assignment 
encoding. This indicates that using the information of the 
whole scales and orientations significantly improved the 
discrimination of the BoF representation. This is inline 
with the results of the previous studies that applied the 
traditional statistical Gabor features in handwriting 
recognition [16] [18]. 

TABLE 1 THE BEST RECOGNITION RATES ACHIEVED 

BY EACH ORIENTATION 

Filter 

Orientation 

Recognition 

Rate 

Codebook 

Size 
Encoding 

0o 65.98% 3072 KNN Assignment 

30o 65.98% 3072 KNN Assignment 

60o 67.87% 4096 KNN Assignment 

90o 63.55% 4096 LS Assignment 

120o 64.78% 4096 KNN Assignment 

150o 67.50% 4096 LS Assignment 

 

Figure 5. Recognition Rates with Statistical Gabor Features of 

individual orientations of three scales 

 

 

(a) Scale 1 (3 pixels) 

 

(b) Scale 2 (6 pixels) 

 

(c) Scale 3 (12 pixels) 

Figure 6. The response of Gabor filters of the three scales on a 

sample image. The three filters have 60o orientation 
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B. Evaluating Gabor Descriptors 

In this work, we evaluate four pooling operations: 
Max, Sum, Mean and Variance. We also evaluate the 
normalization of the final vector to unit length, the 
approach applied by SIFT and SURF. In all experiments, 
we use Gabor filter bank of three scales (wavelengths of 
3, 6 and 12) and six orientations (0

o
, 30

 o
, 60

 o
, 90

 o
, 120

 o
 

and 150
 o

) per scale. Therefore, we obtain a vector of 72 
(2×2×3×6) elements for each sample. These features are 
applied to the BoF framework using codebook of size 
4096 and the KNN Assignment encoding. 

In the first set of experiments, the performance of the 
four aggregation operations and the normalization is 
evaluated on samples of size 8×8 pixels. Figure 7 shows 
the Recognition accuracies. The recognition accuracies of 
Max, Sum and Mean operations were comparable while 
the Variance was worse. The normalization significantly 
improve the performance of all aggregation operations. 
The impact of the normalization on the Variance is 
recognizable. Best recognition rate of 79.49 % is achieved 
by the Sum and Mean with normalization. 

In the next set of experiments, we evaluate the effect 
of increasing the sample size. We draw samples of four 
scales: 8×8 , 12×12 , 16×16 and 32×32. Figure 8 shows 
the recognition rates of the four aggregation operations on 
the normalized Gabor Descriptors of individual scale. The 
results show that increasing the sample size improves the 
results of all aggregation operations. Highest recognition 
rate of 85.95% was achieved by the Sum and Mean 
operations.  

 

In the last experiment, we use the normalized Gabor 
Descriptors of the three scales together. This combination 
achieves recognition rate of 86.44% using the Sum and 
Mean operations and the rate of 85.21% using the Max 
operation. Comparing these results with results of the 
Statistical Gabor Features we note that Gabor descriptors 
with the Mean aggregation function achieves better 
recognition accuracy than the Statistical Gabor Features, 
yet the dimensionality of the Gabor descriptors are much 
less than that of the Statistical Gabor Features (72-D viz. 
288-D). The lower dimensionality of the Gabor 
descriptors has noticeable impact on the clustering and 
encoding computation performance. 

C. Discussion 

The best recognition accuracies achieved by the 
Statistical Gabor Features and Gabor descriptors are 
85.08% and 86.44%, respectively. Both results are lower 
than the accuracy of SIFT descriptors we achieved in our 
previous work [19] where  a recognition accuracy of 
89.93% was reported. Despite that, the Gabor descriptor 
format enabled us augmenting the performance of Gabor 
features by applying techniques proposed to enhance local 
descriptors, e.g., patch sub-regions and normalization. 
Applying sophisticated normalizations such as those 
proposed in [34] would improve the performance of the 
Gabor descriptors format.  

This work is motivates us to look for different type of 
features that might bring better performance to the BoF 
framework.  There are many low-level features proposed 
in the format of local descriptors that claimed superior 
performance than SIFT in visual object recognition and 
matching [41] [22] [42]. Utilizing algorithms that show 
prominent performance in BoF framework would enhance 
the quality of the produced features. Further, the 
characteristics of the text images and handwritten text 
could be also utilized in improving these algorithms as we 
did with SIFT in our previous work [19]. 

5. CONCLUSIONS 

In this paper, we utilize Bag-of-Features (BoF) 
framework and Gabor features for producing robust 
statistical features for holistic handwriting recognition 
systems. The Gabor filters responses are organized in two 
layouts coined Statistical Gabor Features and Gabor 
Descriptors that are fed to BoF framework as low-level 
local features. The framework exploits the low-level 
features in order to produce mid-level global features that 
represent the word image to the classifier. Several critical 
parameters of the Gabor features including the number of 
spatial scales, number of orientations per scale in the 
Statistical Gabor Features as well as the pooling 
operations, final normalization and sample size of the 
Gabor Descriptors are experimentally evaluated. The 
codebook size of the BoF framework is adjusted and 
several encoding schemes are assessed in order to come 
up with the optimal configurations for the framework. The 
produced features are utilized in a holistic handwriting 
recognition systems which is evaluated on the non-
touching Arabic subwords dataset of CENPARMI 
handwritten Arabic checks database. The Statistical Gabor 
Features of 3 scales and 6 orientations per scale achieves 

 
 

Figure 7. Recognition Rates with different Aggregation Operations 

applied to Gabor Descriptors 

 
 

Figure 8. Recognition Rates with different Sampling Scales 
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average recognition accuracy of 85.08% using a codebook 
size of 4098 and the KNN Assignment encoding. Gabor 
descriptors achieve average recognition accuracy of 
86.44% using Mean pooling function and multi-scale 
configuration. In addition to their superior accuracy, 
Gabor Descriptor layout produce local features with lower 
dimensionality which in turn reduce the computational 
time of clustering and encoding steps of the BoF 
framework. The analysis of the recognition accuracies of 
individual classes shows that the main source of 
misclassification is the lack of enough training samples 
and the challenging writing styles. 
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