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Abstract: A complete Full Search Motion Estimation Video system that can be adopted and integrated into H.264/AVC and 

H.265/HEVC standards. The proposed system reduces the computational complexity as well as hardware complexity. The overall 

data needed by this system is greatly reduced by using smart and efficient local memory that uses data reuse principle. All 

components of the proposed system are optimized, and so, the speed of the proposed Motion Estimation system is greatly improved. 

Both of the current block and the corresponding search area are loaded efficiently inside the Processing Element (PE). The search 

area is loaded horizontally from a local memory while the current block is loaded once from an external memory. The local memory 

is implemented using registers and the addressing issues are done using a simple counter. This guarantees a fast processing, 

regularity of the data flow, simplicity of the hardware design, and 100% utilization factor of all components of the proposed system. 

Additionally, there are no complicated addressing modes to read or write data to/from the local memory. The proposed architecture is 

implemented using Xilinx ZYNQ-7 ZC706 FPGA tool. For a search range of 32×32 and block size of 16x16, the proposed Motion 

Estimation system can perform motion estimation of HDTV video at 123.53MHz operating frequency and achieving two levels of 

data reuse. 

 

Keywords: Motion Estimation, FPGA, HDTV, H.264/AVC, H.265/HEVC. 
 

 

1. INTRODUCTION  

H.264/AVC (Advanced Video Coding) and 

H.265/HEVC (High Efficiency Video Coding) standards 

are recently used for many real-time applications [1-4]. 

Video conferencing, HDTV broadcasting, video-on-

demand, and ultra frequency video transmission are 

examples for such real-time applications [5]. Such 

applications require very low bit-rate as well as high 

video quality. Previous two video standards achieve the 

last two requirements for real-time video applications by 

adding some complex tools to the video encoder. 

Multiple reference frames, half-pel and quarter-pel 

accurate Motion Estimation, parallel processing, and 

variable block sizes techniques are examples for such 

added tools.  

Full Search Motion Estimation (FSME) is the well 

known algorithm used in both H.264/AVC and 

H.265/HEVC standards for removing the temporal 

redundancy of the transmitted video signal while keeping 

high video quality as well as low transmission bit-rate.  

However, it consumes most of the video encoding time 

[5]. As a result, many fast Motion Estimation algorithms 

were developed to tackle this problem. Three Step Search 

(TSS) [6, 7], New Three Step Search (NTSS) [8], Four 

Step Search (FSS) [9], Diamond Search (DS) [10], Cross 

Diamond Search (CDS) [11], Successive Elimination 

Algorithm (SEA) [12, 13], and Adaptive Search Window 

Size (ASWS) [14, 15] are examples of such fast Motion 

Estimation algorithms. 

Although most of previous fast Motion Estimation 

algorithms provide great reductions in time encoding 

complexity, some of such algorithms are not implemented 

in VLSI and decrease the video visual quality [16, 17]. 

This is why Full Search Motion Estimation is the most 

used algorithm in most video coding standards due to its 

data flow regularity that allow an easy implementation in 

VLSI. 
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Motion Estimation process starts by dividing the 

current frame into equal-sized blocks, each of size N×N 

pixels. The best match candidate block is calculated for 

each current block by searching a search area centered at 

the same position of the current block in the reference 

frame. Figure 1 shows the Motion Estimation process 

using a search area of size 2Pmax×2Pmax.; where 2Pmax is 

the range of a selected search area. The point located at 

the smallest cost is selected as the best match candidate 

block. The cost can be measured using the Sum of 

Absolute Difference (SAD) metric. The displacement 

between the center of the search area and the best match 

reference block is represented by the Actual Motion 

Vector (AMV) [5]. 
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Figure 1: Motion Estimation process [5]. 

 

In this paper, a Full Search Motion Estimation 

architecture design is implemented on Xilinx ZYNQ-7 

ZC706 FPGA. Regularity of data flow and reducing the 

I/O bandwidth required for video transmission are 

achieved in the proposed design. The implemented 

design is compared with the state of the art FSME 

technique in [18].  

The paper is organized as follows. Section 2 presents 

the programmable system on chip. The proposed Motion 

Estimation system is discussed in details in section 3. 

Section 4 discusses the simulation results. Finally 

conclusion is drawn in section 5. 

2. RELATED WORK 

Recently, many researchers propose algorithms to 

speed up the Motion Estimation (ME) process. Some of 

such algorithms are not implementable due to their data 

flow irregularity. Other algorithms are implementable; 

however, they degrade the video quality. Therefore, 

although Full Search Block Matching (FSBM) algorithm 

is consider as the most exhausted Motion Estimation 

algorithm, most recent researchers implement FSBM for 

two main reasons. First, FSBM algorithm has a regular 

data flow that positively affects on area, power 

consumption, and the ME speed. Second, the high video 

quality results from FSBM algorithm can qualify such 

architectures to be used in high efficient state of the art 

video coding standard such H.264/AVC and H.265/HEVC 

[1, 2][4]. In [19], an adaptive search window size 

algorithm is used for each step of the Three Step Search 

(TSS) algorithm. The size of the search area is calculated 

using a parameter which is a function of the Sum of 

Absolute Difference (SAD) values of previous search 

steps. The calculated parameter is then allocated within 

certain threshold values to decide if the search window 

size will be incremented or decremented.. Although this 

algorithm can be implemented in hardware, the main 

disadvantage is the irregular data flow and the degradation 

in video quality [20]. Additionally, such algorithm 

increases the computations required to get the optimum 

Motion Vector (MV) since it increases the number of 

steps required for getting the final MV. In [21], the search 

window size of a 2D log-search algorithm is updated 

according to the SAD value calculated at the search center 

position. The SAD value is used to calculate two different 

thresholds that can categorize the motion of a current 

block into slow, medium or fast motion block. According 

to the selected category, a suitable search window size can 

be estimated. Another methodology of reducing the 

computations of ME process is to stop the search if further 

search points in search area are expected not to be selected 

as a best match. In [22], the Mean Absolute Difference 

(MAD) of previously estimated blocks is used as a 

threshold to stop the search for the current block. The 

used search pattern for such algorithm is the spiral search. 

If the current MAD exceeds a certain threshold, the 

threshold should stop. The implementation of such 

algorithm is hard due to the irregular search pattern (spiral 

search). Another approach for speeding up the ME 

process is to adapt the search window size using the 

prediction technique [23]. Getting the benefit of spatial 

and temporal homogeneity property of a video sequence, 

the motion activity of the current block can be estimated 

from the motion activities of previously surrounded 

blocks. The motion vectors of previously encoded blocks 

are used as indicators for the motion activities of the 

surrounded blocks.    

Some of the above mentioned algorithms are not 

optimum for the hardware implementation since they have 

irregular data flow. Additionally, extensive book-keeping 

may be required to record the motion activities of 

previous encoded blocks. Consequently, more additional 

hardware may be required. More area and power 

consumption may result from such additional hardware. 

Finally, degradation of video quality is the main 

bottleneck of using such adaptive techniques that may 

result from accumulating error while adapting the search 

window size. 



 

 

 

  3 Int. J. Com. Net. Tech. 4, No. 1, 1-11 (Jan. 2016)                     

 

 

 
http://journals.uob.edu.bh 

 

From previous discussions, we conclude that FSBM 

algorithm is the best implementable algorithm in hardware 

due to the regularity of its data flow and high resolution 

video quality. Full Search Block Matching The regularity 

of FS is maintained while reducing computations to about 

60% as compared to full search. However, the drawback 

of the FSBM approach is the huge data required from the 

memory to perform exhaustive search for the best match 

motion vector. In this work, a smart data reuse is proposed 

to reduce the amount of data to be fetched from memory 

to perform the Motion Estimation process. As a result, the 

memory access time will be reduced and the speed of the 

whole ME process will increase.  

3. PROGRAMMABLE SYSTEM ON CHIP 

Application Specific Integrated Circuit (ASIC) [24, 
25] and Field Programmable Gate Array (FPGA) [26, 27] 
are the most recent effective tools to implementing 
different algorithms in hardware. Although implementing 
an algorithm using ASIC flow is much faster than the case 
of using FPGA, FPGA implementation provides a very 
high flexibility to its implemented algorithms. 
Additionally, the cost for implementing an algorithm 
using FPGA tool is much lower than the case of using 
ASIC flow implementation. 

Recently, the capability of FPGA boards to download 
huge design is greatly improved due to the advance in the 
technology used in FPGA fabrication. As a result, the 
capacity of FPGA boards is grown exponentially. 
Consequently, a full embedded system can be 
implemented on a single FPGA chip. It is well known that 
video applications require huge data to be processed. One 
of the main useful tools for hardware implementation of 
such video algorithm is the use of FPGA. This is because 
FPGA boards can provide high capacity that allows a 
complete video system to be implemented on one FPGA 
board. A complete Full Search algorithm is implemented 
in hardware using special video Xilinx ZYNQ-7 ZC706 
FPGA board. The selected FPGA board is suitable for 
processing huge video data due to its huge hardware 
capacity [28]. 

4. SYSTEM ARCHITECTURE 

The whole implemented FSME system is shown in 
Figure (2-a). The Current Block (CB) and the search area 
are fetched from the external memory through the De-
multiplexer (Demux). The Demux distributes the data to 
either the Local Memory or the Processing Element (PE) 
Array. The Local Memory consists of three sub-
memories. Local Memory send candidate blocks to the 
Processing Array which contains the data of both the 
current and the candidate blocks. After the absolute 
differences are calculated inside the PE array, they will be 
sent to the Adder Tree to get the Sum of Absolute 

Difference (SAD). The SAD value is then sent to the 
compare unit to find the minimum SAD between the CB 
and all candidates in the search area. After the 
comparison, the position of the final minimum SAD is 
stored in the motion vector memory. The motion vector 
memory sends all the stored actual motion vectors to the 
main processor. The Control Unit controls all activities of 
the processor components. The RTL top-level schematic 
of the implemented FSME system is shown in Figure (2-
b). Four inputs and one output are used in our design. The 
first input (INDATA) is the data coming from the external 
processor. INDATA is 128 data bus to carry 16 pixels 
data. Each pixel is 8 bits. The second input is the main 
system clock. The last two inputs are the DOIT and the 
TRIGLEPULSE which are used as enable and reset 
signals for our implemented design. The output of our 
design is the actual motion vector represents the position 
of the best match candidate block in the search area. The 
position is represented in clock cycle number that can be 
easily translated to a motion vector before sending to the 
main processor. Since we need 32 clock cycles for 
initializing the ME process followed by 1024 clock cycles 
to cover the whole search area, a total of 11 bites are 
needed to represent a total of 1056 clock cycles at the 
output terminal. The second RTL level and the gate level 
of the implemented FSME system are shown in Figure 3 
and Figure 4, respectively.  

It is worth mentioning that this architecture is scalable 
one, so it can be easily used for both H.264/AVC and 
H.265/HEVC standards. Local memory will have same 
size but the PE array will be 16×16 or 32×32 in case of 
using H.264/AVC and H.265/HEVC standards, 
respectively. 

Control unit

SUB memory1

PE Array

SUB memory2 SUB memory3

Local memory

DEMUX

Main ProcessorExternal Memory

Adder Tree

MVMem

Compare unit

Reference data

CB data

Absolute 

difference SAD

minPOS

start System clock

(a)

(b)  

Figure 2: (a) The implemented FSME system block diagram. (b) 

RTL top-level schematic of the implemented FSME system. 
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A. Sum of Absolute Difference (SAD) 

The output of the PE array is 256 Absolute difference 
values that are needed to be summed to form one Sum of 
Absolute Difference (SAD). To get the SAD value, all 
values output from the PE array will enter an adder tree to 
perform fast and parallel additions [5]. While we design 
our processor, we combine both the PE array and the 
adder tree units together to form the SAD unit as seen in 
Figure (5-a). The RTL top-level of the SAD unit is shown 
in Figure (5-b). It takes two inputs from the Local 
memory (the current block data (CBRin_data) and the 
reference block data (RBRin_data)). Both input have 128 
bits each representing 16 pixels input at a time. The two 
inputs enter the first module (PE array) to produce 256 
Absolute Differences (AD). Each AD is represented by 8 
bits. These absolute differences enter the second module 
(adder tree) as one bus of size (8×256 bits) to get the final 
SAD represented by 16 bits. All other input signals are 
used to control the data flow inside the SAD unit.  

Figure 6 represents the RTL second-level of the SAD 
Unit. It is worth mentioning that the number of bits in the 
output SAD is considered to avoid the overflow problem 
that may result if not enough number of bits in the output 
are considered. 

 

Figure 4: Gate level of the FSME system. 

 

B. Demultiplixer and Local Memory Unit 

The demultiplixer and local memory unit 
(demux_memory) is responsible for storing the data 
coming from the external memory. Demultiplixer takes 
the data from the external memory as a 16 pixels data bus 
and decide the data path either to the PE array (current 
block data) or to the local memory (the reference data) as 
seen in Figure 7. Figure 8 represents the RTL top-level of 
the demultiplixer and local memory unit. The value of 

select terminal (sel_demux) decides the data path. If the 
select terminal value is 0, the demultiplixer will open the 
path for the CB data to go to PE Array. If it is 1 or 2 or 3, 
the reference data will go to sub memory1, sub memory2, 
sub memory3 in local memory, respectively. The search 
area will enter to the PE array using a 16 pixel data bus 
(128 bits) as one column at a time from each internal local 
memory. Counter terminal in Figure 8 is used to select a 
particular column to fill the search area into the PE array. 
Figure 9 represents the architecture of each sub-memory. 
One of the main advantages of our local memory is its 
design simplicity. Each sub-memory consists of 16×16 
register array. Each register is 8-bits in length to carry a 
value of one pixel. The data enter each sub-memory as 16 
pixels each clock cycle from the bottom of the sub-
memory. Each clock cycle, a new 16 pixels enter the sub-
memory from the bottom shifting all old data upward. 
Once one sub-memory is filled the select terminal will 
switch to fill the next one. After filling the first left sub-
memory, a counter will start counting column by column 
to fill the PE array with the reference block data. 
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Figure 5: RTL top-level of SAD Unit. 
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Figure 9: The internal architecture of each sub memory. 

C. Compare Unit  

The compare unit gets the value of the current SAD 
and its corresponding position to compare with the 
minimum SAD so far from previous reference blocks 
search. If the current SAD is less than the minimum SAD 
so far, the minimum SAD so far will be updated and the 
corresponding minimum position (represented by the 
clock cycle number), accordingly. Figure 10 and Figure 
11 shows RTL top level and second level of the compare 
unit, respectively.   

As seen in Figure 11, the 54-bits register is used to 
store two vectors. The first vector represents the minimum 
SAD so far and its corresponding position. The second 
vector represents the input SAD and its position. This 
register is initialized by maximum values at the beginning 
of the system operation. Those stored values of the SADs 
and positions are inputs to the COMPTRANS unit which 
does the comparison operation. The COMPTRANS unit 
uses the COMPARE16BIT to make the comparison and 
pass the result to two multiplexers (i.e., MUX 16 and 
MUX 10). The MUX 16 is responsible for passing the 
value of the minimum SAD so far and its corresponding 
minimum position will pass via MUX 10. 

 

 

Figure 10: RTL top-level of Compare Unit. 

 

D. Motion Vector Memory  

Once the search for the optimum best match is 
completed, the actual motion vector corresponding to the 
best match candidate block in the search area will be 
stored in the motion vector memory (MVMEM). The 
implemented video processor can process HDTV video 
sequence of length (720 pixels/line)×(486 lines/frame). As 
a result, the MVMEM consists of 1395 registers, which 
equals to the number of the actual motion vectors per 
frame. For higher resolution video sequence, the 
MVMEM size should increase. MVMEM takes an input 
of 11-bits, representing the position of the best match 
candidate block, and stores it using FIFO principle. The 
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MVMEM is very simple, no addressing complexity is 
used. Figure 12 represents the RTL top level of the 
MVMEM. 

 

 
 

Figure 12: RTL top-level of MVMEM. 

 

E. Control Unit  

The control unit is the most important part in the 
processor. It controls all components inside the processor 
by providing the required control signals for each 
component. The control unit consists of two modules, the 
Up Counter (UPCOUNT) and the Control Signals 
controller (CScontroller). The control unit has three 
inputs, enable, reset and the system clock. The outputs are 
all the needed signals to control all components of the 
video processor. Figure 13 shows the RTL second-level of 
control Unit. The OR gate takes two reset input signals. 
One of them is coming from the main processor, and the 
other reset input is coming from the control unit 
(CScontroller). The CScontroller generates a reset signal 
after each full searching of a current block. Consequently, 
counter (upcount) has to restart counting the clocks of the 
new search process. 

5. IMPLEMENTATION AND DISCUSSION 

The implemented video video processor can process 
HDTV video sequence of length (720 pixels/line)×(486 
lines/frame). The frames are divided into blocks of size 
16×16. The maximum number of padding pixels (Pmax in 
Figure 1) is 16. As a result, the size of the search area is 
32×32. The proposed co-processor architecture is 
implemented using VHDL and full functional verification 
was performed using Modelsim tool with actual video 
sequence as the test input. For the hardware 
implementation, the architecture of the proposed co-
processor is checked using FPGA tool. The architecture in 
[18] is implemented using FPGA tool and same 
environment used for the proposed co-processor. 

 

Table 1: A Summary of implementations using Xilinx 

ZYNQ-7 ZC706 FPGA. 

 

[18] 
Proposed 

system 

FPGA FPGA 

Xilinx ZYNQ-7 ZC706 

Board 
Xilinx ZYNQ-7 

ZC706 Board 

28 nm 28 nm 

# of PEs 256 256 

Block Size 16 16 

# of Slice LUTs 13.01K 11.66K 

# of Slice 

Registers 
10.56K 14.59K 

# of LUT Flip 

Flop 
23.57K 26.25K 

Max. Freq. 119.72MHz 123.53MHz 

Data Reuse Level Levels A and B Levels A and B 

 
For the FPGA implementation, Xilinx ZYNQ-7 

ZC706 Evaluation Board with (7z045ffg900-2) FPGA 
chip is selected to implement the synthesized VHDL code 
of the proposed co-processor and the architecture in [18]. 
Table 1 summarizes and compares the proposed video 
system with the fast motion estimation architectures in 
[18]. The proposed video system is faster than the 
architecture in [18] in terms of both the throughput and 
the operating hardware frequency. This is due to the novel 
and smart procedure of loading both the current block 
pixels values and the search area inside the PE array. The 
maximum operating frequency of the proposed video 
processor is 123.53MHz. This guarantees real time ME 
for high-resolution video sequences applications such as 
HDTV and SDTV broadcast. 

6. CONCLUSION 

A Full Search Motion Estimation video processing 
system is designed and implemented using FPGA tool. 
The proposed motion estimation video system can 
perform ME for 30 fps of HDTV video at 123.53 MHz. 
the proposed ME video processor (system) can be 
generalized to be used for any higher resolution video 
sequence under a constrain of increasing the capacity of 
the MVMEM at no other addition hardware complexity. 
The proposed architecture improves the speed and 
hardware complexity compared to the state of the art fast 
ME techniques implemented on FPGA tools. This allows 
the proposed ME video system to be used for any high 
accuracy real time video applications such as HDTV and 
SDTV broadcastings. The future work will address the  
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possibility of adding more techniques and hardware to 
speed up the ME process, so that, the new architecture can 
be easily used for high resolution video sequences. The 
new architecture should maintain regular data flow in 
order to be easily implemented. 
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Figure 3: RTL second-level schematic of the FSME system. 

 

 
 

Figure 6: RTL second-level of SAD Unit. 
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Figure 11: RTL second-level of Compare Unit. 
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Figure 13: RTL second-level of control Unit. 

 


